AD-A128 672 A FOUR-PHASE MODULATION SYSTEM FOR USE WITH AN ADAPTIVE

RRRV(U) OHIO STATE UNIY COLUHBUS ELECTROSCIENCE LARB
HINT JUL 82 ESL-711679-5 RADC-TR-82-188
UNCLASSIFIED F38602 ?’9 868 F/G 20/14 .

173

NL




ke - -y e e N T T T T e T T R T e
— R e R S A AR A e RN NN et ~ . IR et .t
AR WS AT S LRIERE G VU LIRS P AL VSIS DVE PFEL I v SR S, B e et =

E
E

.

|1
it

T

FFEEEEEE R

E
3
(13

EEE

N Iso
o N
v““.\

e - o

Q‘ MICROCOPY RESOLUTION TEST CHART
‘ NATIONAL BUREAU OF STANDARDS-1963-A

arrar

b ey

(Whn_slap-d 8

|

¢ e wmw— A L RTTTRT ".'

. . - e . - e oam e e et )
D T LR L T URE SO SR I LA - e . R P L S S |

OSBRI OO T e A
T e T . it




DA 120673

Gik fiLL wi-

A FOUR-PHASE MODULATION SYSTEM FOR
USE WITH AN ADAPTIVE ARRAY

The Ohlo State University

Jack H. Winters

APPROVED FOR  PUBLIC RELEASE; DISTRIBUTION URWLMITED

ROME AIR DEVELOPMENT CENTER
Air Force Systems Command
Griffiss Alr Force Base, NY 13441

82 10




e

This report has been reviewed by the RADC Public Affairs Office (PA) and 4
is releasable to the National Technical Information Service (NTIS). At NTIS
it will be releasable to the general public, including foreign nations.

RADC~-TR-82-108 has been reviewed and is approved for publication.

APPROVED: g = A & {/72,7"" rﬁ

STUART H. TALBOT
Project Engineer

2

BRUNO BEEK
Technical Director
Communications Division

FOR THE cmm% p %

JOHN P. HUSS
Acting Chief, Plans Office

1f your address has changed or if you wish to be removed from the RADC
mailing list, or 1if the addressee is no longer employed by your organization,
plsase notify RADC. (DCCR) Griffiss AFP NY 13441. This will assist us in
maintaining & current mailing list. e

Do not return copies of this report unless contractual obligations or notices
on a specific document requires that it be returned.

-




r'._;
o
UNCLASSIFIED g
SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered) . -1
REPORT DOCUMENTATION PAGE BEFORE CouPt BTG boRM S
. UM 7. GOVT ACGEIIION NO] 3. RECIPIENT'S CATALOG NUMBER | ol
RADC-TR-82-108 Ao -Ai1 2067~ .'—’L
& TITLE (and Subtitle) S, TYPE OF REPORT & PERIOD COVERED
A FOUR-PHASE MODULATION SYSTEM FOR Interim Report
USE WITH AN ADAPTIVE ARRAY 6. PERPORMING 01G. AEPORT NUMBER
ESL 711679-5
¥: AUTHOR(S) % CONTRACT O ANT NUM )
r——._—rﬁ
R B ey P e roscionce Lab | NEVIOREOA woadt
Department of Electrical Engineering 62702F
Columbus OH 43212 45196308
11. CONTROLLING OFFICE NAME AND ADORESS 12. REPORY OATE
July 1982
Rome Air Development Center (DCCR) —'ﬁ.%“—"—’w
Griffiss AFB NY 13441 235
WITORIN TV RAME § AODRESSIT éifforent from Contrelling Otfics) | 15. SHCURITY GLASS. (of this repert)
Same UNCLASSIFIED
1CATIO! WNGRADIN
N/A Nt Le
[N £y -1 NT (of s Repert)

Approved for public release; distribution unlimited.

—
17. OISTRIBUTION STATEMENT (of the sbetrast entered in Block 20, it differant from Repont)

Same

5 SUPPLEMENTARY NOTES (See reverse)
RADC Project Engineer: Stuart H. Talbot (DCCR)

The work reported in this report was also used as a dissertation submitted
to the Ohio State University Department of Electrical Engineering as part

9. KEY WORODS (C on roverse side if ary and dontify by blesk number)
Adaptive Array Experimental Results Smart Jamming
Interference Suppression Least-mean-gsquare Analytical Results
- Spread Spectrum Reference Signal
Communications Acquisition
CON N JI0 ARSTRACT (Continue on e il a1y and identity by biosk number)
b 3

This report discusses the use of four-phase modulation in a communication
system with an adaptive array. A system is described that provides
protection against both conventional (i.e., noise and cw) and smart (in

2 particular, repeat) jamming with rapid acquisition of the signal at the

receiver. -
”. This report first discusses four-phase modulation techniques and how they F ) Vv

8 _can.be used with an adaptive arzav, Reference siznal zeneration for the IR
. DD, on'ys 1473  coimon or 1 wov et 1s ossoLETE UNCLASSIFIED ;
:‘} SECURITY CLASSIFICATION OF THIS PAGE (When Deta Entered) 1
¥ '

- ]
[ -

» et i, -




UNCLASSIFIED

gcum'rv CLASSIFICATION OF THIS PAGR(When Date Entered)
\

-§LLMS adaptive array is discussed for these modulation techniques. A

' communication system is then described that uses one of these modulation
techniques. The four-phase signal consists of two orthogonal biphase
signals. One signal contains a short code for rapid acauisition. The
other contains a long code for protection against smart jammers. A
several step signal acquisition technique is also described for the sys-
tem. The short code timing is first acquired by a sliding.correlation
method. With the short code used in reference signal: generation, the
long code timing is rapidly acquired by the Rapid Acquisition by
Sequential Estimatfsz§fthod. The long code is then used in reference

e

signal generation.\\\\ :

This report then analyzes the system theoretically. The acquisition
procedure is analyzed to show the rapid acquisition of the signal with
the system. Acquisition of the short code by a delay lock loop is first
analyzed. The code tracking error is then determined. Finally, the long
code acquisition method is analyzed with both theoretical and simulation
results. Nonlinear and linear codes are also analyzed for use in the
system.

An experimental system was implemented to demonstrate the feasibility of
the system and to verify analytical results. Optimal parameters for
this system were determined using analytical results. The circuitry for
the system is described, and experimental results are shown. Analytical
and experimental results demonstrate both rapid signal acquisition and
protection against conventional and smart jamming with this system.

Block 18 (Cont'd)

of the requirements for the degree Doctor of Philosophy.

UNCLASSIFIED

SECURITY CLASSIFICATION OF Tv'* PAGE(When Date Entered)




w AT Tk "R G I S ORI T A Sl S e T I IO
5 ok ot - St R S ST ot SR R TR B SN SNt i P LI PN S

w0
e L e
. J' PR YAYRSS PR

PREFACE :

=

This report, OSURF Number 711679-5 was prepared by the Electro-
Science Laboratory, Department of Electrical Engineering. The Ohio
State University Research Foundation, Columbus, Ohio. Research was
conducted under Contract F30602-79-C-0068, Task No. 62702F. Mr.
¥ Stuart Talbot was the Rome Air Development Center Program Monitor

: D R TR AL/
oY ot et e N B
[ IR LI L I
- . N
. € Hms od ot st € ud of
) RARM LW RV

. i d
g

i

- for this research.

ii The author wishes to express his sincere appreciation to his

» graduate adviser, Professor R.T. Compton, Jr. for his guidance and

- suggestions during the course of this work. A debt of gratitude is

N also owed to Professor A.A. Ksienski for his guidance. Special thanks

are also due to Messrs. R.W. Evans, R.C. Taylor and D.E. Henry for
their helpful suggestions during the experimentation associated with
this dissertation.

The material contained in this report is also used as a dis-
sertation submitted to the Department of Electrical Engineering, The
Ohjo State University as partial fulfillment for the degree Doctor
of Philosophy.

1 / i3
3 _‘Avce:sicn For ] ' b
- AR ¥ 4 -~
: - < omay '——‘ ‘:_.-_::.
! LA )
3 i AN YD N CO—— % ,:‘
3 pTIC ; s v mmme———y .
2 corY ! ' SRR [RUR— ’
INOPECTED | e Len/ _ Y
2 ! R ¢ -
o Y Wity Codes 1
A - NE2a o 4
"J 4 [ 3
. R
| N : o
Pl '
Pt 4 Vi
114 R
’
-
'.'_'.'_‘..". ....................... B ‘\1
e e e R
...... _:V.:-A‘-A'-‘.* ‘-'.'.‘:~‘."~j.“ A . o RN B . .' 1
.............................. R A A . .




CAUMNLPLE S0 Curh il

LA P A
~ ‘ "'
>
.
-
>,
:

iv

B I I CH IS AR NI SO S S s SACA SN A i AR R L S TN TN 'v'}:?-‘:
TABLE OF CONTENTS -
Chapter Page f;ﬁ
I INTRODUCTION.....ueseunsnnensnnsnnns Cereeneenene, 1 i
I1  FOUR-PHASE MODULATION TECHNIQUES WITH F
L ceeeens 4 Eo
L
A. Introduction 4 B
B. The Biphase System 3 F;;
C. Four-Phase Modulation Techniques 12 _
D. Reference Signal Generation 16 Fg‘
II1  DATA MODULATION METHODS.........eceuereunernnnnnns 21 L
A. Introduction 21 b
B. Data Mixed with One Code 24
C. Data Mixed with Both Codes 29
D. Like Data Mixed with Both Codes 32
IV LMS ADAPTIVE ARRAY PERFORMANCE WITH A
PARTIALLY CORRELATED REFERENCE SIGNAL.......cc.... 34
A. Introduction ’ 34
B. The Steady State Element Weights 34
C. The Error Signal 39
v USE OF FOUR-PHASE SIGNALS IN A JAMMER
ENVIRONMENT . . .cveveeronccrncnconcnsnnsscccannncoss 42
A. Introduction 42
B. Modulation Technique 42
C. Long Code Acquisition 45
D. System Description 50
VI - SHORT CODE ACQUISITION....ccovucrveececccnancnanee 53
A. Introduction 53
B. Maximum Code Length and Sweep Rate 53
C. Acquisition without Noise 55
D. Acquisition with Noise 74
V11 TRACKING OF THE CODES BY THE DELAY LOCK LOOP...... 90
A. Introduction 90
B. Self Noise 90
C. Tracking Jitter 106




AT AT AN .~ PR . S 'f?'
LONG CODE ACQUISITION.......ccuvenennn.. PR 1 ot
A. Introduction | 115 i
B. Differential Detector Performance 17 o
C. Analysis of An Approximate Long Code s
Acquisition Model 133 R
D. The Long Code Symbol Detection Scheme 138 r__g
E. Simulation of the Long Code Acquisition -
THE LONG CODE.......-..-.......‘...........'. tttttt ‘56 -
A. Introduction 156
B. Code Length 156
C. Code Structure 157
D. Code Properties 162
JAMMER EFFECTS......... Ceetessecsessecanenesrenans 164
A. Introduction 164
B. Conventional Jammers and Repeat Jammers
without Remodulation 164
C. Repeat Jammers with Remodulation 165
AN EXPERIMENTAL SYSTEM........ cesesseessensnns ceee 169
A. Introduction 169
B. Design Parameters _ 169
C. Circuit Design 178
D. Experimental Results 205
XII CONCLUSIONS...cocevecescenccones Ceeesrecsressseee 230
BIBLIOGRAPHY.....covvvvevncncss Ceesesecasetesetatcsscnnanns 232
e
'-I.
!
e R
s B
Li v ‘ ._"
’
f '
e e e "'j
- g




......
.............
.................. e

CHAPTER 1 ?z\:;'j
INTRODUCTION -4

An adaptive antenna is an array of antenna elements whose pat- oo
tern is automatically controlled [1,2]. The signal from each element il
of the array is multiplied by a controllable weight, which adjusts o
the amplitude and phase of that signal. The pattern of an adaptive .
antenna is automatically changed to null interfering signals and
optimize desired signal receiption.

Adaptive antennas can be combined with spread spectrum communi-
cation techniques [3] to yield even greater interference rejaction
capabilities. With a system that combines the temporal processing of
spread spectrum with the spatial processing of adaptive antennas, pro-
tection can be obtained against a wide variety of jamming techniques.

The weights in an adaptive array may be controlled by several
techniques. The techniques include those employed in the LMS array
[1] and in the Applebaum array [2]. In the LMS array, the weights are
adjusted to obtain the least mean-square error between the array out-
put and a so-called reference signal. This reference signal is a
locally generated signal that allows the array feedback to differen-
tiate between the desired signal and interference. It must be a
signal correlated with the desired signal and uncorrelated with any
“interference. In the Applebaum array, a steering vector is used in-
stead of a reference signal to maintain a strong response in the
direction of the desired signal. The weights are then adjusted to
minimize interference from other directions.

The Applebaum array is easier to implement because no reference
signal is required. However, if the angle of arrival of the desired
s:gna} is not known, then one must use the LMS array with a reference
signal.

This report concentrates on the problem of generating a reference
signal with a four-phase modulated signal. The most difficult part of
the problem is the acquisition of the signal by the receiver. The
problem is especially difficult if the timing of the pseudonoise code

X used in the spread spectrum system must be acquired by the receiver.

§ A reference signal generation technique has been previously
. described for spread spectrum signals using biphase modulation [4].




................
'''''''''''

In this technique, the desired signal is modulated with a pseudonoise
code combined with data at a lower symbol rate than the code. Thus,
the desired signal is"a spread spectrum signal. The code timing is
acquired at the receiver by a sliding correlation method. To deter-
mine the correct code timing, the code generated at the receiver is
correlated with the received signal for all possible timing offsets
[5]. The biphase reference signal generation technique works well
but does have two shortcomings. First, it is vulnerable to repeat
Jjammers with biphase remodulation. Second, short codes must be used
for reasonable acquisition times, and short codes may not have ade-
quate security for many applications.

Four-phase modulation is considered in this report as a means to
jmprove upon the biphase system. Previous studies of four-phase
modulation [6,7,8] have shown it to have several advantages over bi-
phase. First, four-phase signals transmit twice the information in
the same bandwidth as biphase signals [6, p. 305]. Second, the four-
phase signal can be structured as two orthogonal biphase signals.
Thus, an additional biphase signal is available to increase system
capabilities. The GPS system [7] demonstrates an example of the use
of this signal structure. Third, the four-phase signal may be
affected less than a biphase signal by cw jamming when a hardlimiter
is used in the receiver [8]. Biphase modulation may be lost when
hardlimited with cw interference. However, some residue modulation
remains when a four-phase signal with cw interference is hardlimited.

This report presents a four-phase modulation system that may be
used with an LMS adaptive antenna. The modulation system is a spread
spectrum communication system and it is assumed that the location of
the desired transmitter is not known at the receiver. System code
timing must be acquired by the receiver. A four-phase system had been
developed that overcomes the shortcomings of the previous biphase
system [4], without sacrificing the system's rapid acquisition and
conventional (i.e., noise and cw) jamming protection capabilities.
This four-phase system is described here.

The four-phase signal consists of two orthogonal biphase sig-
nals. One signal contains a short code for rapid acquisition. The
other contains a long code to be used for protection against smart
Jammers (jammers that the biphase system is vulnerable to). A ref-
erence signal generation technique and a signal acquisition techni-
que are.developed for the four-phase signal. This report analyzes
the signal acquisition technique in detail. Analytical and experi-
mental results demonstrate both rapid acquisition and protection
against conventional and smart jamming with the four-phase system.

Chapters II through V of this report discuss four~-phase modu-
lated signals and their use with an adaptive array. Chapter II
discusses several methods for combining two codes to generate a
four-phase signal and discusses the problem of generating reference




signals for this four-phase signal. Chapter 11l describes several e
neggods for combining data with the codes and discusses the problem be
of ?enerating reference signals for the data modulated signal. As e
will become clear, the reference signals discussed in Chapters II and S

~ I11 may be only partially correlated with the desired signal. Chapter o
IV discusses the performance of the adaptive array with a partially Y
correlated reference signal. A particular type of four-phase modu- —
lated signal 1is chosen in Chapter V, and a communication system is
developed for this signal.

. e
o Ala gt s

; Chapters VI throu?h X analyze this four-phase system theoreti-

M cally. Chapter VI studies the acquisition of the short code timing

: by the receiver. Chapter VII studies the short code tracking error

i after acquisition. The next step in the signal acquisition process,

3 the long code acquisition, 1is studied in Chapter VIII. Chapter IX
discusses the conmunication security of various types of long codes.
Chapter X discusses the conmunication security of the system when
conventional (e.g., noise and cw) and/or smart jamming (e.g., repeat
Jawmers) are present at the receiver.

- Finally, Chapter XI describes an experimental four-phase system

e based on the analysis in Chapters VI through X, and discusses the
experimental results obtained with this system. Experimental results
are compared with the analytical results of these chapters. The
summary and conclusions are given in Char™ - XII.

1
4
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CHAPTER II
FOUR-PHASE MODULATION TECHNIQUES WITH TWO CODES

A. Introduction

This chapter describes a previous biphase system [4] used for
interference rejection and examines the four-phase modulation tech-
niques that can be used to improve the system. Section B describes
the previous biphase system. The shortcomings of this system are
then discussed. Four-phase modulation is shown to overcome these
shortcomings. Section C describes the various four-phase modulation
techniques. One problem to be solved with four-phase modulation is
the generation of a reference signal for the adaptive array in the
system. Section D discusses reference signal generation with the
four-phase signal. Results are summarized in Table 1.

B. The Biphase System

This section discusses a biphase spread spectrum communication
system [4] developed for use with an LMS adaptive array. The section
first describes the LMS array and then the biphase modulation tech-
nique.

A block diagram of an N element LMS adaptive array [1] is
shown in Figure 1. The signal received by the i-th element, yl(t).
is split with a quadrature hybrid into an inphase signal, xli( ),

and a quadrature signal, XQi(t). These signals are then multiplied by
a controllable weight, Wy or wqi. The weighted signals are summed to

form the array output, s,(t). The array output is subtracted from a
reference signal (descriged below), r(t), to form the error signal,
e(t). The element weights are generated from the error signal and
the X1, (t) and XQi(t) signals by using correlation feedback loops as

shown ln Figure 2.

The purpose of the reference signal is to make the array track
the desired signal. The reference signal must be a signal correlated
with the desired signal and uncorrelated with any interference. Gener-
ation of the reference signal with a biphase modulated signal is
described below.
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Table }
Four Phagse Modulation Techniques and Locally Generated Correlated Signals
5, (t) Correlation
Case s(t) L between s(t)
No. {Recefved desired signal) (Locally generated sigrals) and r(s)
1| sin(ogtralt)es(t)) sin(uptéa(t)sy) 3
[8(t) = b,n/2 only] sin(uyta(t)+a(t)+e) 1
(coherent encoding only)
2 | sinfoytea(t)+s(t)) sin{wytta{t)+a(t)+y) L
3 | sinloptr(tiale)/aen(e)) stnuytealt)a(t)/2¢y) ¥
[8(t) = bn/2 only] sinfu tra(t)sa(t)/2tg(t)+y) 1
(coherent encoding only)
4 sinu;téa(t)+a(t)/2¢8(t)) sin{u téa(t)+a(t)/248(t)+y) 1
1 ] 1
5 E s‘ln(u‘tﬂ(t)) 71- S‘ln(uztﬂ(t)W) 7
] l YY) 1
+ 7_2: cos(u]tu (t)) 75' au‘i\lztﬂ(t)ﬂ) 4
75 stnlugteo(t)n) ¢ Lo costugtiy(t1) 1
] 1 1
6 7 sin{wtea(t)) Z sin(uytes(t)+y) 7
+ L costtratenae) l.E stnuytea(t1oo(t)y) 3
1/-2.sln(wztoo(t)ﬁ)"?{cos(nztﬂ(t)*(t)ﬂ) 1
where alt) = ny, m1) Actsma
or
% * Gy * T,
8(t) = [ w/2b, (m1) astsama
or
By = Bpy * 7/2y
. o(t) = [wa, m-1)actome h"_.:_
: or B d
5 O ® Opq * "0, ' R
t1 - ——y
- #(¢) = | (m=1)2stsma
3 or '
- UL S Y ,
: 3
a L
4 4
- .
3 .
. ’
. : :
- - . i ‘ . o o
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Figure 1.--Block diagram of an N element
LMS adaptive array.
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The binary phase shift keyed or biphase signal described in [4]
can be written as

s(t) = A sin(ugt + £(t)), )

where A is an amplitude constant, w) is the carrier frequency and
g(t) is a binary waveform whose value switches between 0 and ». The
waveform ;st; {s made up of the modulo 2x sum of two symbol streams,
a(t) and y(t). vy(t) is the useful information (or data) sent over
the communication system. The data symbol interval has a duration of
{? seconds. a(t) is a pseudonoise code, 1.e., a maximum length

n

ear shift register sequence [9]. The code symbol interval has a '__,1
- duration of A seconds (one chip interval). Thus, z(t) can be written R
' as ]
" :: - 4
g Z(t) = modulo 2n(a(t) + v(t)), (2) S
F R
; 7

»




where

a(t) = na for (m-1) A <t <m (3)

and
y(t) = "di for (i-1) Tb <t«< 'in . (4)

In the above equations, ay (equal to 0 or 1) is the m-th code symbol
and dj (equal to O or 1) is the i-th data symbol. The data symbol
interval is greater than the code symbol by the ratio

k = Tb/A’ (5)

where k is an integer and is defined as the spreading ratio. It is
assumed that the data symbol transitions coincide with the code
symbol transitions.

It should be noted that, in many practical systems, the code
?nd gata :ymbo]s are differentially encoded. In these systems z(t)
s given by

g(t) = a(t) + y(t), (6)
where

a(t) =ay=a ;+m  for (m-1) A<t <m (7)
and

v(t) = Y{ = vy *omd, for (i-1) Ty <t < iT,. (8)

For the biphase modulated signal, a reference signal can be
generated from the array output signal as shown in Figure 3. The
array output is first mixed with a locally aenerated sional given by

s,(t) = B sin(upt + alt) +y), (9)

8
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Figure 3. Reference signal generation loop
with the adaptive array.
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where B is an amplitude constant, wp is the local oscillator (LO)
frequency, and ¢ is the phase difference between s,(t) and s(t) in
Equation (1) at t equal to 0. When the codes of tﬁe locally gener-
ated signal and the array output signal are synchronized, the lower
frequency component of the mixer output is given by

S(t) s,(t) = 5B sin((u)-up)t + y(t) + v). (10)

Thus, the lower frequency component has a bandwidth corresponding

to the data rate. The mixer output is passed through a filter with
this bandwidth. The desired signal component is, therefore, unchanged
by the filter. The filter output is then hardlimited so that the
reference signal will have constant amplitude. The hardlimiter out-
put is mixed with the locally generated signal to produce the ref-
erence signal. The reference signal is then given by

r(t) =R sin(wlt + z(t)) (1)

where R is the amplitude. Thus, the reference signal is an ampli-
tude scaled replica of the desired signal.

Any interference signal without the proper pseudonoise code
has 1ts waveform drastically changed by the reference 1oop. When
the coded local oscillator signal is mixed with the interference,
the interference spectrum is spread by the code bandwidth. The
bandpass filter, therefore, changes the interference component out
of the mixer. As a result, the interference at the array output is
uncorrelated with the reference signal.

In the biphase system, the timing of the pseudonoise code is
acquired and tracked at receiver by a delay lock loop shown in
Figure 4. To acquire the code timing, the code generator at the
: receiver is run faster than the received signal's code. This code
{ slewing is continued until the sum channel voltage in the delay lock
¥ loop exceeds the acquisition threshold (indicating the two codes
: ::e aligned). The sweep voltage is then switched off as shown in
5 gure 4,

; With this so-called sliding correlation method, the code gener-
L ated at the receiver is correlated with the received signal for as

- many as all possible timing offsets. Thus, the acquisition time is

5 proportional to the code length, and the code length must be short
for reasonable acquisition times.

g 10
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Short codes, however, may not have adequate security for many
applications. The short code repeats often during transmission of
the signal and, therefore, the code can easily be determined and
used by a jammer. When the code modulates the jamming signal, the
receiver is unable to distinguish the jammirig signal from the desired
signal. To overcome this problem, codes with very long periods are
required.

For security and rapid acquisition, the signal must contain
both a long and a short code. One method of combining the two
codes is four-phase modulation. The next section discusses four-
phase modulation with two codes.

c. Four-Phase Modulation Techniques

For security and rapid acquisition in a spread spectrum com-
munication system with an adaptive array, the signal must contain
both a Tong and a short code. This section considers how the two
codes can be combined into a four-phase modulated signal. Both
coherent and differential phase shift keyed modulated methods will
be considered.

Two codes can modulate a four-phase or quadriphase shift keyed
signal in two basic ways. Although these two modulation techniques
could be described by one equation, the generation of reference
signals (see Section D) is much clearer if two equations are used.
Let the i-th code symbols for the two binary code streams be denoted
by aj and b; (equal to 0 or 1). Then, for one modulation technique,

the four-phase signal is
s(t) = sin(m1t + a(t) + g(t)) (12)
where for céherent encoding

a(t) =y, (13)
(m1) A<t <m
B(t) = §,n/2 (14)

and for differential encoding

alt) = om = ap-l ¥ vpr (15)
(m1) a<t<m
8(t) = g = g g * o/ (16)
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where

Yn = fl(‘m'bm) =Qorl, (17)

and
b * fz(am.bm) =0orl, (18)

The f1(-) and fp(-) are two arbitrary functions.

For the other modulation technique, the four-phase signal is
)| 1

s(t) = — sin(w,t+o(t)) + — cos(w,t+e(t)) (19)
Zo sz

where for coherent encoding

o(t) = Yo' (20)
(m1) A<t <m
¢(t) = 8" (21)

and for differential encoding

o(t) = O = Oy * Yo" (22)
(m1) a<t<m.
$(t) = 0y = 0y g * 87 (23)

The factor of 1//Z has been used fn Equation (19) so that
the signal power is the same as in Equation (12).

The functions fi(-) and f2(-) will now be considered to de-
termine the number of different four-phase signals which combine two

codes. These two functions can be combined into one function f,
given by

(YM'GM) - f(amobm)- (24)
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For the signal, s(t), to contain the same information as the -
two code symbol streams, the function f must be one-to-one. There L
are four combinations of two code symbols. Therefore, there are 4!
possible mappings between the four permutations of (ay,bp) and the
four permutations of (yp,5m), or 24 one-to-one functions. As an
example, five of these yunctions are given by

Yo = n (25a)
&n = bpys (25b)
Yo = (26a)
& = am@ bm, (26b)
Ty = bm (27a)
8y = Ao (27b)
Ty = 3& (28a)
Sp = bpys (28b)

5 and

Yy = 3, @b, (292)

g

& =

- 6m ans (29b)

3 where ® represents the exclusive-or operation and the overbar

Q denotes the inverse of the code symbol.

- Most of the twenty four functions need not be considered for

5 two reasons. First, the inverting of a symbol stream changes the

code, but not the modulation method. For each of the twenty four

- functions, there are three others (in the set of twenty four) that

e can be obtained by inverting either one or both code symbol streams,

; 14
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For this reason, only six functions need be considered. The func- -
tions given in Equations (25) and (28) provide an example of the -
inverting of a symbol stream. Second, the designation of the two -
symbol streams as ay or bj is arbitrary. For each of the remaining
six functions, there is one other (in the set of six) that can be
obtained by interchanging the aj and bj code symbols. For this
reason, only three functions need be considered. The functions given o
in Equations (25) and (27) provide an example of this interchanging -
of symbols. Three functions which represent all twenty four functions e
are given by Equations (25), (26) and (29). Because the function ]
given by Equation (29) can be obtained from that of Equation (26) o
by interchanging yym and &y, the former function will not be considered
& in determining different four-phase signals. Thus, the two functions

4 . T

e

or mappings to be considered are given by Equations (25) and (26).

- With the above two mappings used with each of the two modu-
2 lation techniques (given by Equations (12) and (19)) four different
. four-phase signals can be obtained. These are given by

s(t) = sin(ut + a(t) + 8(t)), (30)
s(t) = sin(m]t + a(t) + a(t)/2 + 8(t)) » (31)
s(t) = ‘E sin(uytea(t)) + :—z cosuyte(t)) » (32)
and
; s(t) = 15 sin(uyt+o(t)) + ‘72- cos(uy t+o(t)+o(t)) (33)
E where for coherent encoding
E;
. a(t) = amw (34) T
{ m1)a<t<m o
; B(t) = b /2 (35)
£ . .
by or ]
3
) o(t) = apn (36) R
E (m1) a<t<m -
oft) = b ' (37) 1
o
15 L
'
=




and for differential encoding

a(t) = % = Gl + a,m (38)
(m-1) A<t <ma
8(t) = 8, = 8, 4 + byn/2 (39)
or
o(t) = 6, =0, +am (40)
(m-1) A<t <m.
o(t) = ¢ = ¢y + by | (1)

Therefore, because either of two encoding methods (coherent or dif-
ferential) may be used with each of the four signals, there are
eight different ways to generate a four-phase signal from two
codes.

D. Reference Signal Generation

To use a four-phase signal with an LMS adaptive array, a ref-
erence signal myst be generated from the signal. This section
discusses reference signal generation for each of the signals given
in Equations (30) through (41). For each signal, the locally
generated signals will be determined that can be used to generate
reference signals when either one or both codes are synchronized
at the receiver. .

With a four-phase signal the same type of reference signal
generation loop may be used as with the biphase signal (see Figure
3). Reference signal generation with this loop is described below
for each of the different four-phase signals.

For s(t) as given in Equation (30), if only the first code

stream is synchronized, a reference signal can be generated as fol-
Tows. The locally generated signal, s,(t), in this case, is

s,(t) = sin(ut + a(t) + ). (42)
The product of sz(t) and s(t) is given by

s,(t) + s(t) = %-cos((m1-u2)t +8(t) - y) +5.(t), (43)

16
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where sp(t) contains the-products not of interest. If g(t) has
been derived from by through coherent encoding (Equation (35))
then g(t) is either 0 or #/2 and the product may be expressed as

s,(t) s(t) = El/'z cos((uy-up)t + /4 = ¥)
# = sin({un-ug)t + 0/4 ¢ aby - ¥)
+ 5, (t) (44)

for (m-1) A <t < ma. Therefore, a cw component is present in the
mixer output. Because of this cw component, a reference signal
correlated with the received signal can be generated as shown below.
The output of the bandpass filter* in the reference 1oop will mainly
consist of the component given by the first term in Equation (44).
A11 other signal components will be drastically altered. The ref-
erence signal, r(t), as given in Figure 2 is then

r(t) = Fyp {s,(t) == cos((uy=up)t + /4 - w)} (45)
/7
where FHP{-} is the output of the high-pass filter or
r(t) = - sin(uyt + a(t) + 2/8). (46)
4y2
(Note that R in this case is 1/(4v2).)
This reference signal can be shown to be correlated with s(t) as

follows. The signal, s(t), as given in Equation (30) for coherent
encoding, can be expressed as

s(t) =-§E sin(uyt + a(t) + «/4) + sin(s(t) - =/4)

. cos(w1t + at) + v/4). (47)

*Because data is not modulating the four-phase signal, the filter
bandwidth can be very small.

17
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The correlation of s(t) and r(t) is then given by

- E [s(t) r(t)] - %_ , (48)
2 2
\/E[s (t) re(t))]
where E[-] denotes expected value. Thus, the reference signal is fL~

partially correlated with the desired signal. The effect of partial
correlation on array performance is discussed in Chapter IV,

For s(t) as given in Equation (30) with differential encoding
(Equation (39)), s(t) may take on any of the four phase values.
Thus, the product of s, (t) (as given in Equation (42)) and s(t) as
given in Equation (43) does not contain any cw component. Therefore,
in this case no reference signal can be generated with only the one
code synchronized at the receiver.

For s(t) as given in Equation (30), if only the second code
symbol stream is synchronized, s,(t) is

s,(t) = sinuyt + B(t) + v). (49)
The product of sz(t) and s(t) is given by
sz(t) s(t) = %-cos((w]-mz)t +a(t) - ¢) + sp(t). (50)

For both coherent and differential encoding there is no cw component
in the product term and, therefore, s,(t) as given in Equation (49)
cannot be used to generate a reference signal.

For s(t) as given in Equation (30), if both code svmbol streams
are synchronized, s,(t) is
sz(t) = sin(mzt + a(t) + 8(t) + v). (51)

The product of sz(t) and s(t) is given by

5,(t) s(t) = % cos((uy-up)t = ¥) + s (t). (52)

.

Thus, s,(t) can be used to generate a reference signal. It can
¢ easily Be shown that the correlation of s(t) and the reference
signal 1s one.

18




For s(t) as given in Equation (31) the same results as pre-

sented above apply with a(t) replaced by a(t) + a(t)/2. This is
shown in Table 1.

For s(t) as given in Equation (32) if only the first code
symbol stream is synchronized, sz(t) is

5, (t) = ]E sin(uyt + 8(t) + ¥). (53)

The product of sz(t) and s(t) is given by

5,(t) s(t) = F cos((ug-uy)t - ¥) + s (t). (54)

Thus, s,(t) can be used to generate a reference signal. It can
easily ﬁe shown that the correlation of s(t) and the reference
signal is one half. A similar result is obtained if only the second

code symbol stream is synchronized. If both symbol streams are
synchronized sz(t) is

5, (t) = -‘/—2 sin(upt + 8(t) + ¢) + ]E cos(upt + o(t)). (55)

The product of sk(t) and s(t) is given by

sz(t) s(t) = %-cos((m]-mz‘t -p) + sn(t). (56)
Thus, s,(t) can be used to generate a reference signal. It can
easily ﬁe shown that the correlation of s(t) and the reference signal
is one.

For s(t) as given in Equation (33) if only the first code
symbol stream is synchronized, sn(t) is

s, (t) = l',E sin(upt + 8(t) + v). (57)

The product of sz(t) and s(t) is given by
s, (t) s(t) = 7 cos((ug-up)t = ¥) + 5, (t), (58)

19
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Thus, sy(t) can be used to generate a reference signal. It can easily r“‘J
be shown that the correlation of s(t) and ‘he reference signal is o9
one half. If only the second symbol stream is synchronized, then it ’
can be shown that no reference signal can be generated. If both

symbol streams are synchronized, then there are two possible locally

generated signals. One signal is given by

5, (t) = JE sin(ust + 6(t) + 8(t) + ). (59)
The product of s, (t) and s(t) is given by
s,(t) s(t) = J sin((uy=uy)t - ¥) + s (t). (60)

Thus, s,(t) can be used to generate a reference signal whose cor-
relation with s(t) can be shown to be one half. Another locally
generated signal is

sz(t) = %E sin(wzt +o(t) +y) + %E cos(mzt + ¢(t)
+ o(t) +y). (61)
The product of Sz(t) and s(t) is given by
5,(t) s(t) = ¥ cos((ug=up)t - ¥) + s (t). (62)
Thus, s,(t) can be used to generate a reference signal whose cor-

relation with s(t) can be shown to be one.

The results of this section are summarized in Table 1. Thus,
in this chapter eight possible ways to modulate a four-phase signal
with two codes have been shown, and several ways to generate
reference signals for these four-phase signals have been determined.

20
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CHAPTER III
DATA MODULATION METHODS

A. Introduction

In Chapter II four-phase modulation techniques were discussed
which involved two codes. In this chapter the addition of data to
these four-phase signals is considered. Several methods for adding
data to the signals will be described. For each method the resulting
four-phase signals will be examined to determine if each of the
locally generated signals listed in Table 1 still generates a ref-
erence signal,

For a reference signal to be generated it is necessary for
the product of the locally generated signal and the received signal
to contain a component whose bandwidth is much narrower than the
received signal itself. Thus, there will be a processing gain for
the desired signal in the reference loop of Figure 3. Specifically,
some type of spread spectrum signal is required as in the biphase
system. That is, the data rate must be less than (in general, an
integer multiple less than) the code modulation rate.

There are several ways to add data to the four-phase signal
which result in some type of spread spectrum signal. The three
methods considered in this chapter are 1) mixing a data bit stream
with one code, 2) mixing two data bit streams with the two codes and
3) mixing one data bit stream to both codes (i.e., the same data
bits are mixed with each code).

In Chapter II the code symbols were encoded either coherently
or differentially because the detection of the code symbols was not
required. However, the data bits must be detected. If the signal
is to be rapidly acquired by the receiver and the data detected
immediately, then differential encoding (with differential detection)
of the data is required. Therefore, only differential encoding of
the data is considered in this chapter.

The three data modulation methods are described below. For
each method the various four-phase signals are analyzed to determine
if the locally generated signals listed in Table 1 can be used.
Results are summarized in Table 2.
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Table 2

Locally Generated Signals for Several Data Modulation Techniques

Four~Phase Signal
With Two Codes Only

Code Symbol Stream
To Which Data is
Added

Locally Generated Signal
Which Generates Reference
Signal

sin(u1t+¢{t)+s(t)) ay sin(u2t+a(t)+w)
B(t)'biwlz only by sin(w2t+a(t)+a(t)+w)
(coherent encoding) a1+b1
ai+b1 (equal data)
sin(ut+a(t)+s(t)) 3 sin(u,t+a(t)+8(t)+v)
b
a1+b1

a,+b, {equal data)

sin(m]t+c(t)+a(t)/2+5(t) a, s1n(u2t+n(t)+a(t)/z+a(t)+w)
(t)-biw/Z only by
(coherent encoding]
sin(u,t+u(t)+a(t)/2+s(t)] 2 sin(u2t+u(t)4u(t)/2+B(t)*v)
b
J;i-'sin(u‘tw(t)) 3 ;7: stn(uptee(t)+)
+ 75 cos(u]t+o(t)) :1+b 7; sin(uzt+o(t)+w)
i1
'1’b1 %E sin(u2t+o(t)+o)
:—! sin(wyte(t)+y)
[%E sin(u2t4o(t)*t)
+ '3 COS(szt*o(t)ﬂ)]
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Table 2 (Continued)

?Z sin(o t+e(t))

+ 1 cos(uytta(t)+e(t
'Q_cos(‘ o(t)+e(t))

:—2: sin(u,t+o(t)+s)
-‘Z sin(u tee(t)+p(t)+v)
[]3 sinlu,teo(t)+y)

+ 37[ cos(uzt#O(t)*O(t)**)]

b

24*by
a 4, (equal data)

13 sin(uyteo(t)+s)

'3 stn(uyt+0(t)+e(t)+)
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B. Data Mixed With One Code

In this section data modulation is considered where the data
bits are added to one code symbol stream only. First to be con-
sidered is the addition of data bits to the aj code symbols, fol-
lowed by the bj code symbols.

For case No. 1, Table 1, wken data is added to the aj code
symbols, the resulting signal may be expressed as

s(t) = sin(wyt + g(t) + 8(t)), (63)
where

z(t) = a(t) + v(t) (64)
where

v(t) = vy = vy_q + ndyy (65)

for (i-1)Tp < t < iTp, where dyj is the i-th data symbol in the first
(and in this case, only) data symbol stream, T, is the bit inter-

val and yq is equal to 0. It should be noted Qhat the spreading
ratio, k, is given by

k=Tp/8 . (66)

From Table 1 one possible locally generated signal is given by

sz(t) = sin(wzt + a(t) + y). (67)
The resulting product of sl(t) and s(t) is given by

21
sz(t) s(t) = 575 cos ((w]-wz)t + y(t) + n/4 - ) + sn(t).
(68)

Because the first term in the above equation has a bandwidth on the

order of the data modulation rate, a reference signal can be
generated using the locally generated signal given in Equation (67).

24
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From Table 1 another possible locally generated signal is given by
s,(t) = sin{u,t + a(t) + 8(t) +y). (69)
The resulting product of sz(t) and s(t) is given by
5,(t) s(t) = 3 coslluy=up)t + v(t) +9) +s5,(t).  (70)
Thus, a reference signal can be generated using sn(t) as given in

Equation (69).

For case No. 2, Table 1, with data added to the a; code
symbols, the locally generated signal given for this case can easily
be shown to generate a reference signal.

For cases No. 3 and 4, Table 1, with data added to the a; code
symbols, the resulting signal may be expressed as
s(t) = Sin(m‘t + z(t) + g(t)/2 + 8(t)) (71)

where z(t) is given in Equations (64) and (65). For cases No. 3

and 4 it can easily be shown by the same method presented for cases
No. 1 and 2 that reference signals can be generated using the locally
generated signals listed in Table 1.

For case No. 5, with data added to the a; code stream, the
resulting signal may be expressed as
1 1
s(t) = — sin(uw,t + g(t)) + — cos(uw,t + ¢(t)) (72)
Zo] Z
where

g(t) = o(t) + v(t) (73)

and y(t) is given in Equation (€5). For the locally generated
signals given by

s, (t) = ]Z sin(uyt + o(t) + v) (74)

25
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and

5,(8) = = sinlugt + 4(t) + ¥) (75)

it can easily be shown that a reference signal can be generated.
If the locally generated signal is given by
s, (t) = %-2 sin(upt + o(t) + v) + 1/-2- cos(ugt + () + ¥)
(76)

then the product of sz(t) and s(t) as given in Equation (72) is
given by

s,(t) s(t) = F cos((uy-up)t + v(t) - ¥)
+ § cos({uy-up)t = v) + s (t)." (77)
Equation (77) may be expressed as

5,(t) s(t) = % cos((oy-up)t - ¥) + 5, (t) (78)
for y(t) = 0,

and

s,'(t) s(t) = sn(t) (79)
for y(t) = =.

From Equation (65), ft should be noted that y(t) may only take on
values of 0 or ». Thus, the output of the bandpass filter and
hardiimiter shown in Figure 3 will be 2 cw signal randomly turned on
and off at the data rate. The pulsed signal results in a pulsed
reference signal which is correlated with the desired signal only
half the time. Thus, the locally generated signal given by Equation
(76) cannot be used to generate a reference signal for use by the
adaptive array.
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- For case No. 6, with data added to the a; code symbol stream, L
gi the resulting signal is given by —
A ] ]
4 s(t) = — sin{wyt + ¢(t)) + — cos(w,t + z(t) + o(t)).

(80)
For the signal given by Equation (80) it can easily be shown that the

locally generated signal listed in Table 1 will generate reference
signals.

When data is added to the by code symbol stream only, the
resulting signals for the first four cases in Table 1 may be expressed
as

s(t) = sin(u;t + alt) + &(t)) (81)
for cases No. 1 and 2, and

s(t) = sin(u;t + alt) + a(t)/2 + &(t)) (82)
for cases No. 3 and 4, where

g(t) = 8(t) + &(t) (83)
where

s(t) = 85 = 8,y + 7/2 dy, - (84)

for (i-1) Tp < t < Ty, where d51 is the i-th data symbol in the
second (and in this case only) data symbol stream and &, is equal
to 0. For each of these cases the locally generated signals Tisted
in Table 1 can be shown to generate reference signals.

With data added to the by code symbol stream, the resulting

, signals for the last two cases of Table 1 are given by

X ] ]

. s(t) = — sin(w,t + 6(t)) + — cos(w,t + v(t)) (85)
Zo o1 oo

for case No. 5, and

- 27
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1 1
s(t) = — sin(u,t + o(t)) + — cos(w,t + 6(t) + v(t)) (86)
/5 1 V3 1
for case No. 6, where
v(t) = ¢(t) + n(t) (87)
where
n(t) = ny N0 + T'd21 (88)
for (1-1) Tp < t < iTy and n, is equal to 0.
For the signal given by Equation (85) the same reference
signal generation results apply as for the case where data is added
only to the a; code symbol stream. That is, the locally generated

signals given by Equations (74) and (75) but not Equation (76) can
be used to generate a reference signal.

For the signal given by Equation (86), the locally generated
signals given by
1
sz(t) = 75 sin(wzt + o(t) +v) (89)
and

3,(8) = L sinlugt + o(t) + 4(2) + 4) (%0)

can be shown to generate reference signals. If the locally gener-
ated signal is given by

s, (t) = l—? sin(uyt + 6(t) + ¥) + 13 cos(upt + 0(t) + o(t) + v)
(91)

then the product of sz(t) and s(t) as given in Equation (86) is
given by

28




g PPN (LA

N a Xy Y T ¥,V , T,

LA ey 2t N

LRSI ot 2t A T
P

......

5,(t) s(t) =  cos{luy-u))t - ¥)
+ 7 cos((w=up)t + n(t) - ¥)
+ s,(t). (92)
Equation (92) may be expressed as
5,(t) s(t) = % cos({w=up)t - ¥) + 5, (t) (93)

and

5,(t) s(t) = s, (t) (94)
for n(t) = =.

Therefore, as before, s,(t) as given in Equation (97) cannot be used
to generate a reference signal

Thus, when data is added to the a; code symbol stream, all
but one of the locally generated signals listed in Table 1 can be
used to generate a reference signal. When data is added to the

by co:: stream, all but two of the locally generated signals may
be used.

C. Data Mixed With Both Codes

In this section data modulation is considered where two data

bit streams, dy; and dy;, are mixed with the two codes. The
resulting four-phase s?gna1s are first listed and the generation

of reference signals for each case investigated.

With data added to both code symbol streams, the resulting
four-phase signals for each case in Table 1 are given by

s(t) = sin(uyt + g(t) + £(t)) (95)
for cases No. 1 and 2,
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s(t) = sin(uwt + z(t) + z(t)/2 + ¢(t)) (96)
for cases No. 3 and 4,
1 1
s(t) = — sin(uyt + ¢(t)) + — cos(wyt + v(t)) (97)
vz o) oo
for case No. 5, and
1 1
s(t) = — sin(w,t + g(t)) + — cos(w,t + (t) + v(t)) (98)
oo Zoo
for case No. 6, where z(t), g(t), and v(t) are given by Equations
(64), (83), and (87), respectively.

For the signals given by Equations (95) and (96), it can easily
be shown that the locally generated signals listed in Table 1 for
cases No. 1 through 4 will generate reference signals. However,
for the signal given by Equation (96) it can be seen that it is
impossible to determine the data values when di; is equal to daj.
Therefore, the signal given by Equation (96) cannot be used to trans-
mit two data streams.

For the signals given by Equations (97) and (98) the locally
generated signal given by

5, (t) = ]E sin(upt + 6(t) +9) (99)

can be shown to generate a reference signal. Also, for the signal
given by Equation (97) the locally generated sianal given by

s, (t) = ‘E sin(ugt + (t) + v) (100)

can be shown to generate a reference signal. Furthermore, for the
signal given by Equation (98), the locally generated signal given

by
s, (t) = :72 sin(ugt + 8(t) + ¢(t) + ¥) (101)

can be shown to generate a reference signal. The remaining locally
generated signals will now be examined in detafl. For s(t) as given
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in Equation (97) and sl(t) given by
sz(t) = ]E sin(mzt +a(t) +y) + -1-/2-_ cos(mzt + ¢(t) + ¢)

(102)
the product of the two signals is given by
5,(t) s(t) = 7 cos{{ug-up)t + ¥(t) - ¥)
+ %-cos((u1-m2) t + n(t) - v)
+ sn(t) . (103)
It can be seen that Equation (103) may be expressed as
S,(t) 5(t) = 7 cos((up-up)t + ¥(t) = 9) + 5, (1) (104)
for y(t) = n(t)
and
sl(t) s(t) = sn(t) (105)

for y(t) = n(t) + =.

From Equations (65) and (88), it should be noted that the two re-
lationships between y(t) and n(t) given above are the only ones
possible. Thus, the output of the bandpass filter and hardlimiter
is a cw signal randomly turned on and off at the data rate. The
pulsed signal results in a pulsed reference signal which is correl-
ated with the desired signal only half the time. Thus, the locally
generated signal given by Equatfon (102) cannot be used to generate
a reference signal for use by the adaptive array.

For the signal given by Equation (98) and sl(t) qiven by

£yt = = stnlugt + 0(t) + 9) + Lo cosugt + o(t) + 4(8) + v),
(106)
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results similar to those presented above are obtained. Thus, the :
locally generated signal given by Equation (106) cannot be used to -
generate a reference signal for use by the adaptive array. 8
!

]

g

Thus, when two data symbol streams are added to both code
symbol streams, all but two of the locally generated signals listed
in Table 1 can be used to generate reference signals.

D. Like Data Mixed With Both Codes

In this section data modulation is considered where the same
data bit streams are mixed with the two codes. Thus, the resulting
four-phase signals are given by Equations (95) through (98) with

d]i = dZi' (107)

Reference signal generation for the individual cases is discussed -
below. )

For s(t) as given in Equation (95) the locally generated signals
from Table 1 for cases No. 1 and 2 can be shown to generate reference
signals.

For s(t) as given in Equation {96) it can be seen that, since f
d1j is equal to d2i, there is no net phase shift in the signal due v
to data. Therefore, data modulation of this type cannot be used
with this signal.

For s(t) as given in Equation (97) with dy;j equal to dzj it o
can be shown that the locally generated signals 1isted in Table 1 '
can be used to generate reference signals.

For s(t) as given in Equation (98) with dy; equal to dp; it
can be shown that the locally generated sionals given by

s,(t) = L sin(ust + 6(t) + v) (108)
” R
and
’
5, (t) = }-; sin(ugt + 8(t) + o(t) + ) (109) -

can be used to generate reference signals. With the lncally
generated signal given by
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s (t) = —-sin(w t + o(t) + ) .
iz 2 '
;
+ l—-cos(wzt +o(t) + o(t) + ), (110) ;
V2
#! the product of sl(t) and s(t) as given in Equation (98) is given by .
!

s, (t) s(t) = %’COS((ml-mz)t + y(t) - ) ;

+ %-cos((w]-wz)t - p) + sn(t)' (111)

Equation (111) may be expressed as

s,(t) s(t) = % cos((ug-up)t = ) + s (t) (112)
for y(t) =

and L
5,(t) s(t) = s (t) (113) -
for v(t) =

Thus, the locally generated signal given by Equat1on (110) cannot .
be used to generate a reference signal.

5 Thus, when the same data bit stream is mixed with the two codes
;1 all but one of the locally generated signals listed in Table 1 can
i be used to generate reference signals. A summPry of the results of

[} this chapter is presented in Table 2. )
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CHAPTER IV

LMS ADAPTIVE ANTENNA PERFORMANCE WITH A
PARTIALLY CORRELATED REFERENCE SIGNAL

A. Introduction

In Chapters II and III some of the reference signals considered
were only partially correlated to the received signal. In this chapter
the effect that a partially correlated reference signal has on the
adaptive antenna performance is studied and compared to the performance
where the reference signal is fully correlated with the received
signal. "

As seen in Table 1 the correlation of the reference signal and
the received signal is either 1 (fully correlated case) or 1/2 (par-
tially correlated case). These two cases are analyzed and compared
below. The parameters of interest include the steady state element
weights, the array output signal-to-noise ratio, and the error signal
in the array. The first parameters considered are the steady state
element weights for an N element antenna array with desired signal and
noise present at the receiver. The resulting signal-to-noise ratio for
both types of reference signals is then determined. Finally, the error
signal for one loop of the adpative array is examined in detail.

B. The Steady State Element Weights

In this section the steady state adaptive array element weights
are compared for the partially and fully correlated reference signals.
A block diagram of an N element LMS array is shown in Figure 5. The
signal received by the ith element, yij(t), is split with a quadrature
hybrid into an inphase signal, x1;(t), and a quadrature.signal, xq;(t).
These signals are then multiplied by controllable weight wyy or wQ; -
The weighted signals are summed to form the array output, sq(t). *he
array output is subtracted from the reference signal to form the error
signal, e(t). The element weights are generated from the error signal
and the Xli(t) and xqi(t) signals.

The four-phase signals to be considered in this chapter is given
by
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Figure 5. The LMS adaptive array.

s(t) = E] sinfort + 8(t)) + 7;_- cos(ut + o(t)) . (114)

The results of this chapter will be the same for the other four-phase

signals as well. The signal received by the ith element may be ex-
pressed as

A
y5(t) = R sin(ut + o(t) + <)

A
+ Rcos(ut + o(t) + ) +0y(t) (115)

where Aﬁ/z is the power of the received signal, ki is the phase differ-

ence in the signal between the first and the ith element, and nj(t) is
the noise received by the ith element. The reference signal for the
fully correlated signal case, rj(t), may be given by
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ry(t) = 22 sinut + 8(t)) + & cos(uyt + o(t)) (116)

where R2/2 is the power of the reference signal. The reference signal
for the partially correlated case, rp(t), may be given by

rz(t) = R sin(mzt + o(t)) . (117)

For the received signal given by Equation (115), the inphase signal
out the quadrature hybrid is given by
Aq
XIi(t) = ’72-" an(w]t + G(t) + Ki)
A4
+ 7 cos(ugt + ¢(t) + «) + np,(t) . (118)

where ny.(t) is the inphase component of the noise. Similarly, the
quadratu}e signal out of the quadrature hybrid is given by

A
xqi(t) = 72 sinlet + 6(t) + &y + 2/2)

A

+ -2 coslupt + ¢(t) + kg + w/2) + ng . (M9)

where "Qi(t) is the quadrature component of the noise.

b For the N element array, let the element weight vector be given
y

W, = . (120)

and the signal vector, Xr. be given by
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X, =| : (121)

The signal covariance matrix, L is defined by
o & E[x XTI ' (122)
r r'r

where E[-] denotes expected value and XI denotes the transpose of X..
The reference correlation vector Sr is defined by

S, = E[Xr(t)] . (123)

For the LMS algorithm [1] it can be shown that the steady state
element weights are given by

W, =0, S, (124)

(where o~ denotes the inverse of ¢ ) when ¢_ is nonsingular (this will
always bE true when noise is presenf at the Feceiver). A comparison
will now be made between the fully and partially correlated cases. For
the fully correlated case, the element weight vector is given by

W, = o7 E[Xri(t)] : (125)

After substituting Equations (116), (118) and (119) into the above
equation, the weight vector is given by
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AR (127)
W =20 .
ror 272 cos(xy)

°°s("N * %)

gor the partially correlated case, the element weight vector is given
y

W, = ool EX r,(t)] : (128)

Afte. substituting Equations (117) through (119) in the above equation,

:i the weight vector is given by
;. 1
{
- -1 AdR 9
:‘?: "" = Qr =T : . (129)
5 cos(xN)
;- .
f Therefore, the element weights are less by a factor of v2 in the parti-
P ally correlated case as compared to the fully correlated case. The
o reduction in weights results in a three decibel reduction in signal
- power at the output of the array for the same reference signal level.
4 There is a similar reduction in noise and interfering power levels,
¥
b
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- t h, a d the array oytpyt signal-to-noise ratio will, therefore, : R
L‘ thevghae th Correlation cases. o ° » therefore, be i

I It should be noted that in an actual implementation of the LMS o
. algorithm the decreased signal level for the partially correlated case C
may effect the array performance. Any noise generated in the circuitry
itself will degrade the array performance more in the partially corre-
lated case. Furthermore, in the partially correlated case the component
of the signal from which the reference signal is derived contains only
half the total signal power. This component, therefore, is six decibels
lower in the partially correlated case. Thus, the generation of the
reference signal may also be affected.

C. The Error Signal

The previous analysis considered the steady state performance of
the array, but ignored the weight jitter that might be caused by changes
in the error signal. In this section, the error signal is studied for
both the partially and fully correlated cases. To simplify the dis-
cussion the error signal is determined for a single loop in an adaptive
array without noise present. Results can be extended to an N element
array with noise at the recejver.

From Equations (127) and (129) it can be seen that for a one loop
adaptive array, the steady state weight, wy, is given by

1 * R/Ad (130)
for the fully correlated case, and
w = R/J?Ad (131)

for the partially correlated case. The signals involved in both these
cases are shown in a one loop implementation of the LMS adaptive array
in Figures 6 and 7. As seen in Figures 6 and 7 the error signal is
zero for the fully correlated case. However, for the partially corre-
lated case, the error signal is given by

e(t) = § sin(uyt + o(t)) - 3 cos(uyt + o(t)) . (132)

Thus, the error signal has the same power as the array output signals.
In this case the product of e(t) and s(t) is given by

z(t) = e(t)s(t) (133)
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Figure 6. Single loop adaptive array in
steady state with a fully
correlated reference signal.
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Figure 7. Single loop adaptive array in
steady state with a partially
correlated reference signal.
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or, using Equations (132) and (114),

2(t) = [g sin(ugt + o(t)) - § cos(ut + ¢(t))]

. [% sin(ut + 8(t)) + § cos(ut + ¢(t))] . (138)
Equation (134) can be reduced to give
RA4
z(t) = v cos (2uwyt) . (135)

As shown above, z(t) consists of a sinusoidal waveform at twice the
carrier frequency of the received signals. Because this frequency
would typically be outside the response range of the integrator in the
loop, the variation in z(t) would not cause any weight jitter. However,
in a hardware implementation of the LMS algorithm with non-ideal com-
ponents, the additional error signal in the partially correlated case
could cause some weight jitter.

In this chapter it has been shown that, theoretically, the use of
a partially correlated reference signal in an LMS adaptive array will
not change the output signal-to-noise ratio or weight jitter as com-
pared with the use of a fully correlated reference signal. In an
actual hardware implementation of the array, however, the decreased
signal level and increased error signal in the partially correlated
case may degrade the array's performance.
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CHAPTER V
USE OF FOUR-PHASE SIGNALS IN A JAMMER ENVIRONMENT

A. Introduction

In this chapter a four-phase communication system with an adap-
tive array at the receiver is developed. As discussed in the Intro-
duction, the four-phase system was developed to overcome some of the
shortcomings of a previous biphase system [4]. The four-phase system
must still allow for rapid acquisition of the signal at the receiver
and suppression of conventional (e.g., noise and cw) jamming as in
the biphase system.

The shortcomings of the biphase system are discussed first.
The results of Chapters II and III are used to determine which modu-
lation techniques can be employed in overcoming these shortcomings.
As in any technique where the reference signal for the array is
generated from the array output, signal acquisition is the most
difficult part of the problem in designing the system. Several
methods for signal acquisition are discussed and one method is chosen
for the design of a system. Finally, the design of the entire system
is briefly discussed and the operation of the system is described.

B. Modulation Technique

Noise and interference with a greater power than the signal
itself may be present at the receiver during acquisition. Thus,
in the biphase system, the code timing is acquired at the receiver
by the sliding correlation method, whereby, for all possible code
timing offsets, the code generated at receiver is correlated with
the received signal to determine the correct code timing. With
an adaptive array the code generated at the receiver is also used
to produce the locally generated sicnal for the reference loop.
Therefore, when the receiver's code timing is correct the adaptive
array will increase the signal-to-noise ratio out of the array.
This method for acquiring the code timing works quite well but does
have a shortcoming. The number of code timing offsets is equal to
the code length, and, thus, the code must have a short lenath, and
repeat numerous times during the acquisition period. It is, there-
fore, not difficult for a jammer to determine the short code and
generate its own biphase signal. Since the adaptive array has no
way to distinguish the jammer's signal from the desired signal, the
array may acauire the jarmer's signal and null the desired signal.
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A very long length code is, therefore, required for greater communi-
cation security; preferably, a code which doesn't repeat over a long
period of time.

As shown in Chapter II, four-phase modulation offers a method
to combine a short code for rapid acquisition with a long code for
communication security. The short code will be used to generate the
reference signal only during acquisition. If the long code can be
quickly acquired after acquisition of the short code (as discussed
in Section C), then the long code can be used to generate the refer-
ence signal to provide communication security for the system.
Because four-phase modulation is used, it is more difficult for a
Jammer to determine that a short code is present in the signal and
what the short code symbols are. But even if the short code is
determined, the receiver can distinguish between a jammer with only
the short code and the desired signal because the jammer would not
contain a long code. Thus, the system can be made secure against
this type of jamming.

Thus, for the four-phase system to overcome the short code
shortcoming of the biphase system, two possible reference signals
must exist for the four-phase signal. One reference signal is
generated knowing only the short code timing and the other by also
knowing the long code timing. From Table 1, it can be seen that
the four-phase signals in cases 1, 3, 5, and 6 have at least two
reference signals (i.e., two different locally generated signals).
Furthermore, for the system to remain secure after long code
acquisition, the reference signal generated from the lorng code must

be uncorrelated with a biphase signal containing only the short code.
Only the signals in cases 5 and 6 can be used to meet this condition.

The four-phase signals and locally generated signals that can be
used to provide security against a jammer with a biphase signal
containing the short code, are, therefore, given by

s(t) = ‘72- sinugt + 0(t)) + L coslart + (1) (136)
with

s, (t) = l—z sin(ugt + o(t) + y) (137)
and

5,(8) = = cosagt + (1) + 0, (138)
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and

s(t) = 1/; sin(ut + 6(t)) + l/{- cos(uyt + o(t) + o(t)) (139) | :
with ' 

s, (t) = :/_z sin(u,t + 6(t) + v) (140) g
and

s, (t) = l/E sin(uyt + o(t) + 8(t) + ¥). (141)

It should be noted that either differential or coherent encoding of
the codes can be used.

The method of data modulation for the four-phase signal will
now be examined as a way to overcome the second shortcoming of the
biphase system, the vulnerability to a repeat jammer with remodu-
lation. With a biphase signal data is added to the coded signal by
additional 180 degree phase shifts in the signal. Therefore, the
signal from a jammer which repeats the desired signal and adds 180
degree phase shifts cannot be distinguished from the desired signal.
As before, the array may acquire the jammer's signal and null the
desired signal. To overcome this problem, the four-phase data
modulation technique must not produce additional 180 degree phase
transitions. The modulation possiblities from Table 2 are s(t) as
given in Equation (136) with data added to either the aj or bs code
symbol stream and s(t) as given in Equation (139) with 3ata added
to the by code symbol stream. For these four-phase signals, biphase
remodulalion produces changes in the data and data on the previously
unchanged code symbol stream. Because the component of the signal
which contained only the code symbols will now contain data (i.e.,

- it is now a spread spectrum signal), the remodulated signal can
- easily be distinguished from the desired signal.

With data added to only one code, the phase shift due to a
g "1" data bit is either plus or minus 90 degrees. The actual phase
) shift depends on both codes. If a phase shift of plus or minus
- ninety degrees is added to the four-phase signal, it is as likely
& to produce an apparent data bit on the code stream without data as
- it is to change the data. Therefore, a repeat jammer with remodu-
3 lation involving random phase shifts can not effectively jam the
: system. The repeat jammer is required to have a detailed knowledge
| of the signal structure and the codes involved.
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Therefore, if the four-phase signal is given by Equation (136)
with data added to the a; or b; code symbol stream, or Equation
(139) with data added to the bj code symbol streams, a svstem can be
designed to overcome the shortcomings of the biphase system. The
design of the system is described in Section D. The long code ac-
quisition will be determined first, though, in Section C.

C. Long Code Acquisition

As stated previously, signal acquisition is the most difficult
aspect of the four-phase communication system. Acquisition of the
signal by the receiver requires the acquisition of both the short
and long code timing. The short code timing can be acquired by the
sliding correlation method as in the biphase system. In this section
the acquisition of the long code timing is discussed.

It is desirable to have the long code acquisition time less
than the short code acquisition time, so that the total acquisition
time for the four-phase system is not significantly greater than
that for the biphase system. Rapid acquisition of the long code
can be obtained after the short code acquisition because of two
factors. First, after acquisition of the short code, any jamming
signals will be nulled by the array and the output signal-to-noise
ratio will be greater than that at the input. Also, the symbol
transition timing for the long code is already known since the short
and long code symbols have the same transition timing. The possible
methods for determining long code symbol timing will now be discussed
and one method will be chosen for use in a system.

One method for determining the long code timing involves a
long code which contains several shorter codes as described in [10]
and[11]. The sliding correlation method could be used to determine
the code timing of these shorter codes and, thus, the entire long code,
very quickly. However, the system would now be vulnerable to jamming
by signals using shorter codes and, therefore, some of the security
of the system would be lost.

Long codes can also be generated from an n-stage feedback shift
register. With the proper feedback, codes of up to length 2M-1
(1.e., pseudorandom) can be generated from the n-stage shift register.
Thus, very long codes can be generated from relatively short length
shift registers. To determine the code timing for a code generated
from an n-stage shift register, it is only necessary to determine
the n symbols in the shift register at a given time.

One method that the receiver can use to determine the n symbols
involves transmitting the n symbols as data on the short code during
acquisition. The n symbols could easily be detected at the receiver
and loaded into the shift register, Since the probability of a data
error at the receiver is usually very small, these n symbols would
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have a high probability of being detected and loaded into the shift
register correctly. The disadvantage of this method, however, is that
the transmitter must first send the n symbols and then the data.

Since the transmitter does not know when the signal has been acquired,
it may stop sending the n symbols before they have been detected

by the receiver. In this case the entire transmission would be

lost by the receiver.

Another method that the receiver can use to determine the n
symbols involves the detection of the code symbols on the signal.
. The n consecutively detected code symbols will be the current contents
of the shift register if the only feedback in the shift register is
to the first stage. This feedback requirement is not very restric-
tive because most codes are generated with feedback only to the first
stage. This acquisition method is called the Rapid Acquisition by
Sequential Estimation (RASE) method and is described in [12]. A
block diagram is shown in Figure 8 of the circuitry needed for imple-
mentation of this technique. For this technique, the code symbols
on the received signal are demodulated and loaded into the feedback
shift register. This shift register has the same length and feedback
connections as that used to generate the code at the transmitter.
When the shift register is fully loaded the feedback is connected
by the load and track logic. If the code bits have been detected
correctly, the output of the shift register is synchronized with
the code on the received signal. To verify synchronization, the
correlation between the received signal and the generated code is
determined by the load and track logic. If the correlation value
does not exceed a given threshold, the above process is repeated
(i.e., the shift register is reloaded) until synchronization is ob-
tained. Using this method synchronization for a 2"-1 bit pseudo-
noise code can be obtained after detection of as few as n code
symbols. Even with a large amount of noise present with the received
signal, although many loadings of the shift register may be reauired
before the signal is acquired, the average time required for ac-
quisition is still much less than for the sliding correlation method.

For use with the four-phase signal the RASE method must be
slightly modified. First, for rapid acquisition, the code symbols
must be differentially encoded so that they can be differentially
detected at the receiver. Thus, a differential detector will be
used to determine the phase shifts in the received signals. Also,
since the phase shifts in the signal corresnond to the short code,
data, and the long code symbols, detection logic must be used to
determine the long code symbols from the phase shifts.

A block diagram of the RASE method is shown in Figure 9 for
the acquisition of the long code timing. As shown in this figure
the array output containing the desired four-phase signal with noise
is differentially detected using the symbol transition timing from
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, the tracking of the short code. Information about the phase shifts o
L present at each bit is then passed to the detection logic. Since 1
& the short code bits are known, the detection logic can determine I
the long code bits and in some cases also determine if errors have
been made by the differential detector. If no errors are detected, .
the long code bits are loaded into the shift register. The shift o
register is then connected in the feedback mode and the output of P
the shift register correlated with the array output to verify code o
timing. If the-correlation of the two signals after a given time e
exceeds a threshold value, the output of the shift register is used

to generate the reference signal for the array. Otherwise, the shift
reglcter is reloaded and the process repeated until code synchroni- .
zation is obtained. e

If the long code acquisition time with the RASE method is too
long, there are methods to decrease the acquisition time, although
increased circuit complexity is required. The Recursive-aided RASE
method can be used as described in [13]. Also, if the inftial -
loadings of the short and long code shift registers in the transmitter r -
are known at the receiver, then the long code timina can be seen
to be just the short code timing plus some multiple of the short
code length., It is, therefore only necessary to determine this
multiple to acquire the long code timing. Thus, the long code
acquisition time may be reduced by a factor of the short code length, o
although very complex circuitry may be required with this method. vy
The above two techniques were not used in the four-phase system be- -
cause the long code acquisition time as determined in Chapter VIII
was not too long.

A four-phase modulation technique will now be chosen from those
given at the end of Section B, As stated above, the long code must
be differentially encoded so that the code symbols may be differen-
tially detected. Also, the Tong code acquisition time using the RASE
technique can be shown to be much less if data is not added to the
long code. Thus, if the aj code symbol stream is arbitrarily chosen

Ak A

as the short code symbol stream and b; as the long code symbol stream, }"?
then the only four-phase modulation technique that can be used is p
, given by -~
. .
5 ]
3 1 1 N
R s(t) = — sin(w,t + z(t)) + — cos(u,t + ¢(t)) (142) :
3 2 1 V2 1 :
f; where :
% ]
F 2(t) = 6(t) + v(t) (143) ,J
;; ’
8 where e
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o(t) = o

[}
<D

+ ra (144)

for (m-1) 4 < t < ma,

and

v(t) = vy = vy + wdy (145)

for (i-1) Tp < t < iTy

and
6(t) = oy = o5 1 + by (146)
for (m-1) A <t < ma,

The am, by, and d; are the m-th short code symbol, m-th long code

symbol, and the i-th data symbol, respectively.
D. System Description

The entire four-phase communication system as developed in
the preceding sections will now be described. First to be discussed
is the acquisition procedure. A block diagram of the entire system
is then described and the areas of study in the next chapters are
mentioned.

In summary, the signal acquisition procedure is as follows:

1)  The short code timing is acquired using the sliding
correlation method.

2) The short code is.used to generate a reference signal
in the array to null jammers and increase signal-to-noise
ratio.

3) The long code timing is quickly acquired using the RASE
method.

4) The long code is immediately used to generate the
reference signal to provide system security.

To provide protection against smart jammers (i.e., jammers using only
the short code or repeat jammers with remodulation), if the long

code timing is not acquired in a short period of time (step 3),

the short code timing is changed and steps 1 through 4 are repeated.
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A block diagram of the entire four-phase communication system
is shown in Figure 10. The four-phase signal is transmitted and
received by the adaptive array. From the array output the short
code timing is determined and then tracked by the delay lock loop as
in the biphase system. Long code timing is acquired by the long
code acquisition circuitry. The control logic controls the acqui-
sition procedure steps, including which codes are used in the ref-
erence loop.

There are several areas of study for this system which are
covered in greater detail in the next several chapters. These areas
include the short code acquisition (Chapter VI), the tracking of the
short code by the delay lock loop (Chapter VII), and the long code
acquisition (Chapter VIII). Also, the structure of the long code
required for a secure system (Chapter IX) and the effect of smart
jamming (Chapter X) are discussed.
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CHAPTER VI
SHORT CODE ACQUISITION

A. Introduction

The first step in the acquisition of the four-phase signal by the
receiver is the acquisition of the short code timing. In this chapter
short code acquisition is considered for the sliding correlation method
using a delay lock loop. Although the acquisition method was also used
in the biphase system, the acquisition method was not analyzed in de-
tail. Results presented in this chapter are applicable to both the
four-phase and biphase systems.

The purpose of this chapter is to study the acquisticn process
and determine the equations involved so that the results can be used
in the design of the four-phase system. In Section B a general di.-
cussion of the sliding correlation method is presented. The maximum
code length for acquisition in a given time in determined and related
parameter discussed. In Section C the acquisition without.noise is
studied. The time response of the delay lock loop is determined
during the acquisition period. In Section D the acquisition with
noise is considered. Equations are derived which determine the proba-
bility of acquisition with noise. Filter bandwidths and threshold
levels are determined for optimum performance of the sliding correla-
tion method for given operating conditions.

B. Maximum Code Length and Sweep Rate

The first step in the acquisition of the signal by the receiver
is the determination of the proper timing of the short code. Proper
code timing is then maintained by a delay lock loop. The discussion
in this section concerns the performance and the parameters involved
in the acquisition of the short code by the sliding correlation method.

Noise and interference with a greater power than the signal itself
may be present at the receiver during acquisition. Because of this,
the best method for determining the short code timing must involve a
checking, for all possible code timing offsets, of the correlation of
the recefved signal with a locally (or receiver) generated signal con-
taining the short code. The timing offset which produces the greatest
correlation 1s then used by the delay lock loop to track the short code.
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To reduce the magnitude of false correlation peaks, the correlation
should be made over an entire code period (the time it takes before the
code repeats itself), Thus, the code rate, acquisition time, Tacq» and
code length (number of bits in the code before it repeats), N, may be
related by the equation

S

Code rate = N - N - ] (147) —
Tacq S

The above equation assumes that once an estimate (within 1 chip f¢j

on code bit interval) of the timing offset has been made, the time re-
quired to reduce the timing accuracy to within the steady state error ¢
of the delay lock loop (final transient time) is negligible. Although 3
this is not always the case, as will be seen later, this is a useful o

approximation at this point.

For a given code rate and acquisition time, the maximum code
length is, from Equation (147), given by

N < /1,

racq-code rate . (148)

The code Tength can be longer than this value only if correlation
is made over less than an entire code period. The code structure would
have to be examined in much greater detail in this case.

Because the short pseudonoise code is usually generated from a
linear feedback shift register, the code length used in a system may
be given by

N = 2" , : (149)

where n is the number of stages in the shift register.

Thus, N' will, in general be less than N.

CoLaim a4

The sequential checking of all timing offsets may be done either
3 in a digital or analog form. In the digital method [14, pp. 588-592]

the locally generated signal is at the same code rate as the received
signal. The output of the correlation circuitry is sampled at a certain
time, compared to a threshold value, and, if below this value, the
timing offset of the locally generated code is incremented by a fixed
amount (usually 0.5 or 1 chip). The process is repeated until the
correct timing offset is found.
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In the analog or sliding correlation method, the receiver gen-
erated signal is at a slightly different code rate from the received
signal. The output of the correlation circuitry is continuously com-
pared to a threshold value. When the threshold is exceeded the code
rate of the locally generated signal is changed to that of the received
signal. Although the acquisition probabilities of both methods are
very similar, the analog system can switch to delay lock loop tracking
closer to the correct timing offset. This reduces the final transient
time of the delay lock loop in achieving steady state performance.
Thus, the analog method will be considered in this section.

For the analog system the code rate difference between the re-
ceived signal and the locally generated signal (sweep rate) is given by

Code rate

Sweep rate = N . (150)

As stated before the acutal code length employed in a system, N',
is usually less than N. The sweep rate used may then be given by

Sweep rate = Code rate (151)

which is greater than or equal to the sweep rate of Equation (150).
Thus, the acquisition time may be slightly less than the Tacqg In
Equation (148), to keep the total short code acquisition t1mg below
Tacq even when considering the effect of the final transient time.

Thus, in this section the maximum code 1ength for acquisition in
a given time was determined to be given by Equation (148) and the sweep
?ate)for the chosen code length was determined to be given by Equation
151).

C. Acquisition Without Noise

In this section the acquisition is studied of the short code by
the sliding correlation method using a delay lock loop. A block dia-
gram of the delay lock loop using envelope correlation is shown in
Figure 11. As seen in this figure, the received signal is split into
two channels. In one channel the signal is mixed with the code advanced
by half a chip (code symbol interval) and in the other channel with
the code delayed by a half a chip. When the code timing at the receiv-
er is the same as the received signal's code timing, the received signal
is despread by the mixing process. The output of the mixers is then
passed through a bandpass filter and an envelope detector is used to
determine the output signal level. The outputs of the two envelope
detectors are then subtracted and passed through the loop filter, F(p).
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FEEDBACK
SHIFT REGISTER
I CHIP PSEUDONOISE CODE

DELAY (WITH TIMING ESTIMATE)

Figure 11. The delay lock 1oop with envelope
correlation.

A sweep voltage, SV, is added to the output of the loop filter during
acquisition. When the sweep control circuitry determines that the
timing error is within the lock range of the loop, the sweep voltage

is turned off. The voltage out of the summer is used to control the
frequency of voltage controlled osciliator (VCO) which is used to clock
the feedback shift register.

The s1iding correlation method studied in this chapter is similar
to that described in [14] for the biphase system. The delay lock loop
described in [14] is shown in Figure 12. The major difference in the
delay lock loops of Figures 11 and 12 is the lack of a squarer and
square rooter to remove data on the signal in Figure 11. Because the
Toop bandwidth of the delay lock loop will, in general, be much less
than the data bandwidth, the use of the squarer and the square rooter
was found to be unnecessary. Furthermore, the removal of these non-
1inear elements makes possible an exact analysis of the delay lock loop.
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The analysis of the code timing acquisition has been done pre-
viously for the delay lock loop with square law detection (see, for —
example, [6]). However, in this chapter the delay lock loop is con-
sidered with 1inear envelope detection and with the use of the sum
channel to determine when to stop the slewing of the code during acqui-
sition. Linear envelope detection is used because it is better suited
for use with the sum channel as discussed later.

To analyze the delay lock 1oop, this loop may be modelled as
shown in Figure 13 [6, p. 577]. The equation describing the loop is

given by
v = [D(e)g F(p) + SV] ]3 (152) ]
where :
':' *T1T ~-¢ (]53)
€
LI b3 » Di€) |—— g, F(p)
A
T
fsv )l' ¢
SWEEP
CONTROL
Ve
1 - code timing estimate
1 - received signal timing
¢ - timing error
D(e) - loop discrimination characteristic
' p - d/dt
go - loop gain
Figure 13. Mathematical model of the delay lock loop

of Figure 11.
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After rearranging terms, the equation is given by
SV + D(e)g,Fp) = p(r - ¢) . (154)

To normalize the parameters with respect to time, let

€
Y . (155)
A
y*3 , (156)
sfp , (157)
o
and
g
gde (158)
0
where

A is the chip interval, and

Po is the loop-filter frequency constant.

If the discriminator characteristic, D(x), is normalized, such that
D'(0) = 1.0 : (159)

where D'(x) 8 dp(x)/dx then g is the normalized gain. Equation (154)
may be rewritten as

SV + D(x)gF(s) = s(y - x) . (160)
For the loop filter whose transfer function is given by

L1+ /7s
F(s) Tvgs s (161a)

where
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g >>> 1 . (161b)

the closed loop transfer functions of the loop "has beenshown to be
optimum for ramp inputs of delay in the presence of white noise in that
it minimizes the total squared transient error plus the mean-squared
error caused by interfering noise" [6, p. 545]. Hence, this filter
will be analyzed in the loop.

Equation (160) may then be rewritten as

1+/2s
SV+D = - . (162
(x) gj:-;—-— s(y - x) )

and

X = -[é(x) +VZD'(X)R + X/g-y/g-y+ §X-+ Sﬁ] (163)
where

o _ dx

X = a—t' . (]64)

If we assume the received signal's code timing is not changing
with time, i.e.,

y=y=0 ’ (165)

then Equation (163) may be put in the form given by

, dx . _ [D(x) + /Z D'(x)x + x/g + SV/g + SV] (166)
¢ dx 1

In the delay lock loop of Figure 11, the envelope detector may

s use either linear or square law detection. For large signal-to-noise

. ratios, both types of detectors have about the same output signal-to-
noise ratios. Because the signal-to-noise ratio in the envelope de-
tector is basically the same as that for data detection, the signal-to-
F noise ratio will usually be large. Also, the discriminate character-
istics of the loop, D(x), will be the same for both types of detectors
when the timing error is within one-half of a chip. However, the
linear envelope detector gives a more suitable output for use by the
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juisition (sweep control) circuitry, as shown later. Thus, the delay
k Toop with linear envelope detection will be analyzed.

With l1inear envelope detection, the expression for the discrimi-
tion characteristic is given by

-0.5 (1.5 + x) -1.5 < x < -0.5
0.5 (1.5 - x) 0.5<x<1.5
{ 0 elsewhere
1
-0.5 0.5 < |x| < 1.5
D'(x) = 1 |x] < 0.5 (168)
0 elsewhere

From Equation (166), using Equations (167) and (168), a phase
e plot of the acquisition trajectory of the loop may be determined.
vever, in Equation (166), when the sweep voltage is turned off, SV
;omes infinite as does dX/dx. This discontinuity may be taken into
sount by examining Figure 13, which shows that when the sweep voltage
removed the value of & (¢), changes immediately by SV. Because of
's fact, SV need not be considered in Equation (166).

Computer analysis tc determine the phase plane plot can be made
using the approximations given by

%oy = R+ v, 8Xp (169)
Xne1 = Xp + SXp (170)
re
w3y (17)
X=X
Rek o
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and §xp, chosen to minimize the number of steps while maintaining accu-
racy, is given by (as suggested in [6, p. 579])

= 0.02 .
6xn T;T;;T' Sg"(xn)

To obtain a time response for the system, computer analysis can
be made using the approximation

(172)

SX
t =t + n 1
n+l n 1+|yn| Xy . (173)

Using the above method, consider first the case where the sweep
control circuitry is not employed, i.e., the sweep voltage is always
applied. Figures 14 and 15 show the acquisition trajectories and time
response of the loop with infinite loop gain (meeting the requirement
of Equation (161)). When the loop gain is reduced to a practical value
of 10, Figures 16 and 17 demonstrate that the response of the loop is
basically unchanged.* Thus, a 1oop gain of 10 will be assumed in this
analysis.

Figure 16 shows that the maximum normalized sweep speed, in, for
which the loop still locks is approximately given by

x_ =1 R (174)

which corresponds to a sweep speed of p, chips per second. For is
equal to one, the time required to reacg steady state is, from Figure
17, about 8/pp seconds, i.e., the final transient time is the same as
the time needed to search 8 timing offsets.

Now, in general, p, would be chosen to be fairly small to reduce
the jitter in tracking the pseudonoise code by the delay lock loop (see
Chapter VII). The magnitude of the jitter is especially important in
the short-long code acquisition scheme under consideration because in-
creased jitter causes increased long code acquisition time (see Chapter
VIII). Also with noise present in the system the sweep rate may be set
considerably less than py to ensure acquisition.

* A steady state error in the loop exists in this case which may be

calculated and eliminated in the timing estimate used by the receiver.
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Figure 14. Acquisition trajectory of the delay lock
loop with Tinear envelope detection
(infinite loop gain), for various
sweep speeds.

Thus, to acquire the short code in the required time without a
large steady state code jitter, a much higher sweep speed than pg is
usually required. Circuitry is needed which switches off the sweep
voltage based on the decision that the timing error is such that the
loop will lock without the sweep voltage. For the loop to lock the
acquisition trajectory must be in a given region of the phase plane
after the sweep voltage is removed. This region is shown in Figure 18.
Figures 19 through 22 show the effect of switching off the sweep volt-
age at various times, i.e., timing offsets. In these cases the sweep
speed is set equal to 4p,. However, similar results are obtained for
much higher sweep speeds. Thus, the location of the acquisition tra-
jectory immediately after the sweep voltage is removed can be plotted
(Figure 23), and the final transient time versus switching time can
also be determined (Figure 24), for all positive sweep Speeds.
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Acquisition trajectory of the delay lock loop
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loop gain of 10), for various sweep speeds.
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Figure 18. Capture region for delay lock loop
with 1inear envelope detection
(normalized loop gain of 10),
with sweep voltage off.
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In Figure 23 it can be noted that as the switching time approach-
es ¢=0, the location of the trajectory at the end of the sweep becomes
closer to the center of the capture range. Thus, when the incoming
signal is corrupted by noise, the chance of the noise causing the tra-
Jectory to jump outside the capture range is reduced as the switching
time approaches ¢ equal to O.

Note in Figure 24 that the final transient time is given in terms
of pgs the loop filter frequency constant. Because the sweep speed may
be much greater than oo chips per second, the final transient time
can become a large portion of the acquisition time. Thus, it is impor-
tant to have the switching time as near as possible to the time where
the final transient time is minimum. In Figure 24 the final transient
time is given as the time required after the sweep voltage is switched
off for the delay error to become less than and stay within 0.01a. The
value of 0.01a was chosen as it should be (see Chapter VII) less than
the standard deviation of the jitter in the loop while tracking the code.
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The reason for the discontinuity in the curve of Figure 24 when
x is approximately 0.1 is as follows. When the sweep voltage is
switched off at a delay error greater than 0.1A, an additional oscilla-
tion in the response is required before the oscillations stay below
0.01A. Hence, at this point the final transient time is greatly
increased.

If calculations are made with the final error of 0.01A decreased,
the delay error at the discontinuity (minimum final transient time)
approaches zero. If the final error is increased, so is the delay
error at the discontinuity, although only slightly for most practical
values of final error (up to about 0.0SA{.

Thus, in this section the acquisition trajectory and time response
of the delay lock loop with linear envelope detection were determined.
It was seen that if the sweep rate is greater than the loop filter fre-
quency constant, a sweep voltage which is turned off after acquisition
must be used in the delay lock loop. Without noise the sweep voltage
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must be turned off when the timing offset magnitude is less than one
and a half chips for acquisition. To ensure acquisition with noise and
to keep the final transient time a minimum, the sweep voltage should be
turned off when the timing offset is about one tenth of a chip.

D. Acquisition With Noise

In Section C, in examining the lockup of the delay lock loop with-
out noise present, it was determined that the loop should lock, even in
the presence of noise, if the sweep voltage is switched off near enough
to the time when the timing error is zero. To be analyzed in this
part, is the circuitry needed to determine when the sweep should be
turned off. Also, after the delay lock loop is tracking the code tim-
ing, this circuitry must determine when the loop has lost lock and,
therefore, the sweep voltage switched back on. Also, to be determined
is the probability of acquisition with noise.

Clearly, the sweep control must utilize some function of the auto-
correlation function of the pseudonoise code. One such function could
be just the correlation of the incoming signal with a locally generated
pseudonoise code at the timing estimate. When the voltage out of the
correlation processor exceeded a certain value, the sweep would be
switched off. A single correlation, however, only gives a positive
correlation value over a plus or minus one chip timing offset interval.
The Toop can achieve lTock and track the signal within a plus or minus
one and a half chip error. Hence, the signal used by the sweep control
circuits to determine whether the system can lockup, and, after acquisi-
tion, whether the loop is still tracking properly, should have a posi-
tive value over this range. Such a signal can be generated by taking
the sum of the outputs of the envelope detectors in the delay lock loop
of Figure 11. This sum channel, with linear envelope detection, has an
output, Dg(x), given by :

x+ 1.5 H -1.5 < x < -0.5
DS(X) - 1.0 ’ IXI _<_0.5 . (]75)
1.5 - x H 0.5<x<1.5
0 H el sewhere

Note that Dg(x) is constant over a range of x from minus one half
to plus one half. If envelope detectors with square law detection had
been employed in the delay lock loop, the sum channel output, D¢(x),
would be lower at x equal to zero than at plus or minus one-hal?. This
is undesirable as the output of the sum channel would decrease near the
value of delay error where switching is desired. Devices performing
the square root operation on the output of the detectors would be re-
quired to generate the output function of Equation (175) in this case.
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; this complicates both the design and the analysis of the delay lock
op, linear envelope detectors have been considered.

The use of the output of two channels for determining proper code
ickup, as compared to the use of the output of a single correlation
)annel, results in more noise in the output for a given signal-to-
ise ratio. However, the wider range in delay error for which Dg(x)

. positive results in better performance with noise present during
.quisition, as will be seen later.

The delay lock Toop with the sum channel used by the sweep con-
‘0l circuitry is shown in Figure 25. The sum of the output of the
near envelope detectors is passed through a low pass filter to im-
'ove performance by reducing the noise. The filter to be examined
. a single pole (RC) filter whose transfer function given by

Fo(s) = Tag (176)

ere

s = p/p (177)

ere p, is the sum channel filter frequency constant, 1/RC.

The sweep control circuitry compares the output of the filter to
given threshold voltage. When this threshold is exceeded the sweep
1tage is switched off so that the loop can track the code timing.
en the loop is tracking, the output of the filter is compared to the
reshold value. If the output voltage falls below the threshold, loss

lock is assumed, and the sweep voltage is switched on so that the
quisition process may be repeated.

The analysis of the delay lock loop during acquisition (consider-
j the sweep control) involves several parameters. In general, the
fe rate, data rate (which determines the spreading ratio), sweep
red, and range in input signal-to-noise ratio are system parameters
‘ch will have been determined earlier. The value of the acquisition
‘eshold and the bandwidth of the sum channel filter must then be
ermined based on the performance criteria of the probability of miss
| false alarm., The probability of miss is the probability of the
'ep voltage not being switched off when the delay error is within the
ture range of the delay lock loop. The probability of false alarm is
' probabflity of the sweep voltage being switched off when the delay
or is outside the capture range. In the following analysis the

attonship of these parameters is examined and optimum values are
ermined.
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Figure 25. The delay lock loop with 1inear envelope
detection and sweep control utilizing
the sum channel voltage.

First to be examined is the output of the sum channel before
filtering without noise present. In Equation (174) this output is
given as a function of x, the timing offset. To analyze the output
after filtering this output must be given as a function of time. As
seen in Figure 21, the change in time offset with respect to time, x,
varies with timing offset, even if the loop does not lock, because the
difference channel output (D(x)) is present in the loop at all times.
If this channel were removed during the sweep portion of the acquisi-
tion, the sweep rate would be constant and the output of the sum
channel as a function of time would be given by

( . 1.5 -0.5
(t"to)XS"'].s - {s—i (t-to) < Xs
0.5
1.0 [t-t_| < 3=~
D(t) = 4 ol % » (178)
1.5-(t-t )% 05 (gt ) < L2
: 0o'"s *s 0 —-xs
\ 0 elsewhere

76




where to is the time when x is equal to minus one and one-half.

& However, if the difference channel output was removed, the loca- j

) tion of the acquisition trajectory at the end of the sweep (see Figure ‘

| 23) would always be along the x axis. This is not as close to the 1
center of the capture region of the loop, and, thus, the probability :

of not acqu1r1ng the signal with noise present would be increased.

Also, since x is zero at the end of the sweep, the final transient time ’

is increased. Therefore, the system was designed so that the differ-

ence channel output is always present in the loop, and, therefore, its

effect on the sum channel output must be considered.

With the difference channel output in the loop, the output of the :
sum channel as a function of time can be computed by combining the re- v
sults of Section C with Equation (175). In Figure 26 the gutput of the '
sum channel is shown for various normalized sweep speeds, xg. Note
that the time has been normalized to the sweep speed so that a compari-
son to Equation (178) can be made. From Figure 26 it is seen that as
the sweep rate is increased, the output of the sum channel approaches

that of Equation (178). Since in most systems, ’
is > 10 , (179)
the output of the sum channel will be assumed to be given by Equation ’y

(178) in this analysis.

Next to be examined is the sum channel output before filtering
with noise present. The noise considered consists of both received
thermal noise and the self noise generated in the loop. This self noise
is due to timing ¢-or and other undesired signa: components. The noise
is assumed to be white Gaussian noise with single sided power spectral
density of N.

The signal power out of the bandpass filver in each delay lock 1.op
channel is dependent on the timing offset between the received signal
and the coded signal with which it is mixed in that channel, Ps; , where ’
i is one for the top or delayed channel in Figure 25 and two for the
bottom or advanced channel, is given by

g P (x+0.5)° 0.5 < x < 0.5 ’
[ P (x) = { Pe(1.5-x)? 0.5 <x <1.5 (180)
1
0 elsewhere
and »
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Figure 26. Sum channel output before filtering for
the delay lock loop with linear envelope
detection (normalized loop gain of 10)
versus time for various sweep speeds.
P(x+1.5)2 1.5 < x < -0.5
Ps_(x) = { Ps(0.5-x)2 0.5 < x < 0.5 (181)
2
0 elsewhere

where Pg is the power in the signal out of the filter when there is
no timing error in the channel.

Note that with a four-phase signal Pg is only half of the power into

the filter with no timing error because the long code biphase portion
of the signal, when mixed with the short coded signal, does not pass

through the filter.
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As shown before, if Equation (179) is true, Pg (t) may be obtain-
ed by using the relation given by

X = (t-to)i(s (182)

in Equations (180) and (181).

When the signal plus noise is passed through the bandpass filter
of bandwidth By, with no timing offset in the channel, the signal-to-
noise ratio out of the filter is given by

’s (183)

S/N = . 183

|IF NoBIF72

The signal-to-noise ratio in the ith channel for any timing off-
set is then given by

P
S
= i

The output of the linear envalope detector is described by its
mean and power spectral density. To determine the mean value of the
output, first consider the linear rectifier, described by

Vout = : (185)

where V; jp s the input voltage and VY, ut is the output voltage. From
[16] the expected value of the output voltage is given by

NoBIF/Z)]/z s
E{Vout} = B Fy ( 23 ) - -11 ) . (186)
where ,F,(+) is the confluent hypergeometric series given by
F(cidsz) = T i (187)
FelC3d3Z) = ,
g0 Wy J7
where
79

y vy




a(a+l) --- (a+j-1) i>1
(a); = 1188)
J j=0
For the linear envelope detector described by
) V. <0
out v V. >0
in in

the expected value of the output can easily be shown to be twice that
of Equation (186), or

: 1/2
N B.,./2
- o[ eo°1F 1,4..S

For the linear rectifier, the power spectral density as a func-
tion of frequency, f, of the output is given by [16]

202 N /2 + W28, (N /2)2 T (2-F/(Byg/2)

2 21
W.(f) = hOZBIF(No/Z) 3'(2'f/(BIF/2)) (191)
for Byp/2 < f < By

0 el sewhere
where
1/2
S/N
=1 i L, _S
by = 3 ( - ) F, (2. 2 -Nli) (192)
and
(2vN B 12)V/2 F (‘. 1 --S-l ) : (193)
hoz = (27N.B;p N|,

For the 1inear envelope detector [171,
hiy = 2hy, (194)
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and the power spectral density may be easily determined.
Equations (190) and (191) give values based on a constant S/N|;.

However, Pg; and, thus, S/N|1 vary with time during acquisition. From
Equation (1%1) the sweep rate can be expressed in the form given by

Sweep rate ='§r .- data rate s _ (196)

where k is the spreading ratio. In most spread spectrum systems, the
spreading ratio is much smaller than the code length, i.e.,

k/N' << 1 . (197)
When Equation (197) holds
Bir = data rate >> Sweep rate, (198)

and the mean and power spectral density equations are valid at a given
time even though their values are changing with time.

Equation (190) may now be written in the form
P. (t)
1/2 S
_ 1 1, _5 i
(E[vout]’t) = 2(2 § ) |F| (‘ 2’ ]’ N'IF Ps )ﬂ

m
N
IF (199)

where Pg.(t) is given by Equations (180) and (181) with Equation (182).
Thus, thl mean of the output of the filter for one channel is given by

g (6) = FUORUEDY Dt pyeq)? + Fo (o)) (200)

where F{+} is the Fourier transform, F']{-} is the inverse Fourier
transform, and F.(jw) is the sum channel filter transfer function of
Equation (184) w?th Jw substituted for p. Because the sum channel is

81

PUvYS




Py

1inear, the output of the filter can be considered as the sum of the
outputs for each channel. The mean value of the output of the filter
is then given by

u(t) = uy(t) + uy(t) . (201)

The bandwidth of the sum channel filter, B,, is given by

1 [ . v g2
R JIIXCHILE T (202)
or
B = ‘z—r —.—]—2-dm , (203)
N é™Jo  1+4RC)
or
n 4RC

Because B is usually on the order of the sweep rate, from Equation
(198) it can be assumed that

By << Byp . (205)

Therefore, the power spectral density of the output of the filter

for one channel can be approximated by

2 2 2 1
We(f) = for 0 < f < B . (206)
0 elsewhere

The probability density function of the voltage out of the

envelope detector is Rician. However, with the assumption of Equation

(205) the filter output can be considered to have a Gaussian density.
The variance of the filter output for one channel is then given by
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of = I; W (f)df (207)

or from Equation (206)
2 _ 2 2 2
oy = [8 h]](NO/Z) + 2 h02 BIF(NO/Z) ] Bn . (208)
As the variance is a function of time, this may be rewritten as

B P, (t)

2 n i 2[1 S 55
0-(t) = 2 WFu ("; 2; N )
] 2 (1 S s,
Ll L] - —] 1
+_S_ |F| ('2'" 19 N P ) PS . (209)
N IF S
IF

Because the noise in each channel can be assumed to be independent, the

variance of the output of the sum filter is given by

oz(t) = o?(t) + og(t) . (210)

With the mean and variance of the filter output, z(t), known, the
probability of false alarm and miss for a given acquisition threshold,

Zacqs Can be determined. The probability of false alarm is given by

Pey = Po(z(t) _>_zacq/P51(t) = Psz(t) = 0) (1)
or

P e I 1 e 20 dz (212)
fa Zacq Bn0

1.2 I” 22 (213)

= _2.. . 7; S . e Y4
(acg )
V2 o
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or, using the complementary error function,

'7»4
1 Zac °") 4
Pea = 7 erfc (jg-a— (214)
where (with Psi(t) = 0 in Equations (201) and (210)) , j
s V172 d
p=4 (21r N IF) \[P_S- (215)
and
78, r
Al rﬁ’"lxr) Ps ' (216)
The probability of miss, which is a function of timing offset L
(or time as related by Equation (182)) is then given by ’
miss(t) P (z(t) < zacq (t) #0or P, (t) #0) (217)
or '
2 [
{z-gft{)
P . (t) = racq e (t) (218)
miss - V2re(t)
)
or -
2u(t)-2 .
=1 ac .
Piss(t) erfc( /2.0(—-31:) ) (219) .
J

¥here u(t) and o(t) are given in Equations (201) and (210), respective-
y.

Equations (214) and (219) can be solved by using numerical
analysis on a computer. The following approximations from asymptotic
expansions were used in solving these equations. )

i For the confluent hypergeometric series with x > 7 (from [18])
? F, (2,1,-x)=2f[1+ . (220)
< 64x
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1. 2 2 -
lFl(-z"s 2§‘X) /17; [] 4X] s (22])
and
1.0 = L 1
lFl('é" ],"X) = /& [I + 4x] . (222)
For the complementary error function (from [18])
[ j
2 n (25-1)
-X L .
. =] i
erfc(x) = | & 1+ §J L (1) x>2
Vx i1 (%))
2 (2i-1) i-1
a1-L gy ) ke
" @i (51
j=2
2 - erfc(-x) x<0 » (223)
.

where % is chosen so to terminate the series when the terms begin to
increase in absolute value.

To determine the acquisition threshold for a given Pfy or Ppiss
the method of bisection [17] was used to find the inverse of the com-
plementary error function.

The results of the computer analysis can be examined now. How-
ever, an interpretation of the meaning of the various parameters in-
volved will be made first.

Note that since /Pg is a common factor to both the mean and vari-
ance, results obtained will be independent of Pg and depend only on the
signal-to-noise ratio, as expected.

Pfa» as given in Equation (214), is, as stated before, the proba-
bility tﬁat z(t) will exceed Zacq when the delay error is outside plus
or minus 1.54 at any given time.” Because z(t) is passed through a
filter of time constant, 1, given by

t. = RC ’ (224)
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the Pgy for a given period of time during acquisition is approximately
given gy

(tz't])
T

c

Pealty <t < ty) = Pe,(from Equation (214)) - . (225)

If a false alarm occurs, it should take a period of time approxi-
mately equal to the time constant before z(t) falls below Z,., caus-
ing the sweep voltage to be switched on again. Thus, the expected value
of the proportional increase in acquisition time for a given P¢, is
approximately the Pfa given in Equation (214).

Pmigs» On_the other hand, varies with timing offset and will take
on different values over the range of timing error from minus 1.54 to
plus 1.5a. However, if it assumed that

B >f_ (226)

then Ppiss for each sweep past the correct timing offset is simply the
maximum value of Ppjgq Over the range of timing error.

At this point the optimum value of the sum channel filter band-
width, B,, (as related to fg) can be determined using computer analysis.
Optimum value in this case means that value for which the probability
density functions of the sum channel output amplitude with and without
signal present have the greatest separation. In other words, it is the
value of By that, for a given value of Ppicc, yields minimum Pgy and
vice versa (if Ppjc. and Psa are less than 6.5). Analysis has shown
that the optimum vgiue of En is given by

Bnl = 0.53 fs , (227)

and that the maximum value of Ppjgs Occurs at the time when the timing
offset is 0.1a, or

opt

P

miss =P

miss (228)

lmax £=0.14

These values are independent of other parameters jnvo]ved (such
as S/N|1g) to the accuracy shown here. Note that Equation (227)
verifies that the assumption of Equation (226) is true. Also, Equation
(228) means that if the sweep voltage is switched off during the time
when code acquisition can occur, it will be switched off at or before
a timing error of 0.14 as desired from Section C.
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The parameters of interest left to examine are BIFs fs» and
S/N|1f. From Equations (196) and (198),

ELE = (data rate) - N 229
fs code rate ( )
or
B
IF . N'
_fs : (230)

where k is the spreading ratio. Therefore, the results (Pf,, Pmisss
§7d'zacq) to be presented will be given as functions of N'/k and
N{IF.

In Figure 27 a comparison has been made of the performance of a
digital acquisition method described in [6,pp. 588-592] and the analog
method described in this section. Since the two methods are completely
different, a comparison can only be made based on similar acquisition
times and data rates (not on similar B,'s and fg's). Figure 27 _hows
that approximately 3.5 dB higher S/N|IF fis requ?red by the analog method
to obtain the same Ppiss for a given Pgy. Part of this difference may
be due to the use of the sum of two channels (and, thus, twice the noise
level) for the analog method as compared to one channel in the digital
case. However, not enough information is provided in [6] to be able
to verify their results.

0.4

DIGITAL ____» ANALOG
METHOD METHOD

o3}l [ep. 592)

Tacq By "2N' Ty Bp = 45N'

Tocg Bipt V1,8 p 0 45N’
or 'uy,. * 43
R, * 0.008

'niu
©
)

0.1

-

(o] — i 1
-4 -2 [+] 2 L) [ 1

-
8

Figure 27. Comparison of the performance of a digital
acquisition method [6,Fig. 18-34] and the
analog method of Chapter VI, for a given
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The results presented in [6,p. 592] are given for a low Pg, and
a rather high Ppicc, which is of interest in a radar problem. In the
application discussed in this paper, the oppcsite is true. As shown
before, a fairly high P¢, (say 0.1) only increases the acquisition time
by the same proportion {?0% in this case). Hence, a rather high Pg; can
be tolerated. A miss causes the acquisition time to double, however.
In a jammer environment, this additional delay may be enough to cause
the adaptive array not to be able to acquire the desired signal at all.
Thus, Ppigs Must be kept very low (actual values would be based on the
required fliability of the system).

In Figure 28 the Pfa is plotted versus S/Nl]F for a given Ppiss
with several values of N'/k. These curves can be used to determine the
performance of a given system. Since Zacq varies in these curves, the

acquisition threshold, as given in Figure 29, for the worst case can

be used in a system to assure performance better tihan or equal to that

of the worst case.

Thus, in this section the use of the sum channel voltage in deter-
mining when to turn off the sweep voltage has been described. Equations
were derived and results plotted for the probability of acquisition with
given threshold levels versus signal-to-noise ratio in the delay lock
loop for given short code lengths and spreading ratios.

05
25
0.4 F
0.3
Patss * 0.02
L3
‘.
0.2}
0.1
1 | i
°0 10 12 4 16 18

VM 18

Figure 28. The probability of false alarm versus
S/N|IF for several values of N'/k,
for acquisition of the delay lock
loop of Figure 25.
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Pmiss ® 0.02

(0] 1 i ] 1 1 [ L 1
2

8 10
sznh' (dB)

Figure 29. Normalized acquisition threshold versus
S/NlIF for several values of N'/k.
corresponding to Figure 28.
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CHAPTER VII

TRACKING OF THE CODES BY THE
DELAY LOCK LOOP

A.  Introduction

After acquisition of the short code timing, the delay lock loop
tracks the short code timing during the acquisition of the long code
timing. After acquisition of the long code timing, the delay lock 1oo0p
then tracks the long code timing. Because the short code timing is
used in the long code acquisition process as discussed in Chapter V,
any tracking error of the short code will affect the long code acquisi-

. tion time (see Chapter VIII). The tracking error of the delay lock Voop
is discussed in this chapter.

In the delay lock loop, noise is generated by the signals in the
loop even if noise is not present with the received signal. This gener-
ated noise is called self noise and is examined in Section B. In
Section B the self noise in each channel (advanced and delayed code
channels) is determined. The self noise out of the sum filter is cal-
culated and the effect is discussed of this noise on the short code
acquisition procedure. The self noise out of the difference (loop)
filter is then determined and the effect is discussed of this noise on
the tracking error of the delay lock loop.

In Section C the tracking jitter of the delay lock l1oop with
noise present on the received signal is discussed. Results are obtained
on what effect noise and Toop bandwidth have on the tracking jitter.

-’
o
-
9
b‘
o

B. Self Noise

In order to determine the tracking performance of the delay lock
Toop, the self noise in the Toop must first be examined. Self noise is
defined as the signal components, other than the desired, which are
generated when the coded biphase signal generated in the delay lock loop
is mixed with the received four-phase signal (see Figure 25)." In this
section the power spectral density of the self noise in each channel of
the delay lock loop is first determined. The cross-correlation of the
self noise between the channels is then examined. The self nofise out of
the sum and difference filters is then calculated and expressions are
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derived relating the signal-to-noise ratio in each channel to the re- o
ceived signal-to-noise ratfo. .
._"4

In the analysis of this section the presence of data on the four- jﬁ;

phase signal has not been considered. Although data modulation will be 3
present with one code on the signal in the four-phase system, it will L
not be significantly affected by the narrow bandpass filter in each e
channel. It can be shown that with the bandwidth of the bandpass filter -
on the order of the data modulation rate, the desired component output ;iff

of this filter will be reduced by only twenty percent when data modula-
tion is present. Data modulation has, therefore, not been considered
as being present with either code on the four-phase signal, so that the
self noise equations in this section are valid for the delay lock loop
tracking of either the long or the short code timing. .

The four-phase signal without data is given by Equation (19), or

s, (t) =JP, sin(o,t + 8(t)) + [B cos(ut + o(t)) .  (231) =

where P, is the power in the received signal.

The biphase signal that is mixed with the four-phase signal in one
channel of the delay lock loop is given by

Sp(t) = J2Py sin(u,y(tre) + o(tse) +9) (232)
where Pgais the biphase signal power and ¢ is the timing error between )
the biphase and the received four-phase signal in one channel. The ]
: output of the mixer is then given by 37;2
: Sout(t) = Sp()s,(t) (233) S
;" .;:'
E or, considering only the lower frequency components, T

‘sout(t) =V2P, [cos(uyt - wy(tte) - o(te) + o(t) - v)

T oo
L 4

- sin(wt - wy(tre) - o(tre) + 0(t) -w)] ,  (234) s

where 2Pg is the signal power in one channel of the delay lock loop. S
! Equation (234) may be expressed as ;
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Sout(t) = J?F's"[cos((m1 - wy)t - wpe = ¥) - cos(s{t) - o(t-c))

- sin{{u) - wp)t - wye - ¥) - cos(e(t) - o(t+e))]
' (235)

Note that if c=0, the desired signal component is J2Pg cos((u,-u,)t - ),
a CW signal.

To determine the power spectral density of the self noise in each
channel from Equation (235) it is first necessary to consider the power
spectral density of each of the baseband self noise components, cos{e(t)
-0(t-c)) and cos(¢(t)-6(t+ec)). These two components are the results of
the mixing of the coded biphase signal generated by the delay lock loop
with the biphase component of the four-phase signal with the same code
as that being tracked and with the biphase component of the four-phase
signal with the different code, respectively. Since two different codes
are involved, the two signal components of Equation (235) are not only
orthogonal, but they are also uncorrelated. Thus, the power spectral

density of S, (t) may be considered as the sum of the power spectral
density of ea!ﬁ orthogonal signal.

First to be examined is the baseband signal formed by the mixing
of the biphase signals with different codes, cos(¢(t)-o(t+c)). Because
there is no desired signal component in this signal, the entire signal
is self noise. The baseband signal, cos(¢(t)-e?t+e)) is a pseudorandom
sequence of 1's and 0's whose symbol duration is alternately |ej| and

a-[ey{, where
g qie-m , m=o, 0, . | (2362)
f and
- ley] < 872 : (236b)

The pseudorandom sequence has a length on the order of the pro-
duct of the lengths of the long and short codes, and, hence, is very
long. It can, therefore, be assumed that the sequence has infinite
length (i.e,, it is a truly random sequence) with a negligible effect

on the results. The autocorrelation functfon of this sequence-can be
calculated to be given by

»
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r1-2 1=l Ix| < |€]
R(x) =¢ 1 - (J-e-lﬂlL le] < vl <a-le] .  (237)

L 0 elsewhere

The autocbrrelation function may be rewritten as

R(x) = Ry(x) + R, () (238)
where

Ry (1) = (J"I"‘LJ'e . ) =l < el o (239)
0 elsewhere

and

7 - leltlsl x| < a-|e]

Ry(<) = 4 (240)
0 elsewhere
The Fourier transform of Rl(') and Rz(r) is given by
FiRy (1)) = L&l “stnc?(sfle]) (241)
and
2
FRy(e)) = {8216} sinc?(uf(acfel)) - . (242)

Therefore, the Fourier transform of R(t), the power spectral density
of the baseband signal, 1s given by

2 2
6,(f) = {8=lell sincxt(a-c])) + LE- sinc2iaelcl) . (243)

.....
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: The spectral density of the self noise component from the product
{ of two differently coded biphase signals in one channel is, there-
fore, given by

PS PS
Opny = 2 G(F-10) 4 5 6y(1ef,) (284)

fo = (u.l - MZ)IZ‘I . (245)

¥ The other baseband signal to be examined is the signal formed b
- the mixing of the biphase signals with the same codes, cos(o(t)-e(t+;¥)
Three possible ranges for ¢ may be considered for this signal,

le| < a/2 , (246) ,.4.
%i le] < A s . (247)

and

: le| > a . (248)

"ithole|<A/2’ the baseband signal has a value of +1, except for

-1 pulses of width |e| which occur with a probability of about one-half

at every chip interval. When the long code is involved, the occurrence

of these pulses may be assumed to be completely random, with a neglig-
:bleieffegt on the results. In this case, the autocorrelation functior
s given by

: 1- 2 ol < lel
: R(z) =¢ 1 - leltlz-mal ma-le| <t <matle] . (249)

sa-a a0

for m=+1,22, -
A .1 - 2le| elsewhere

: The autocorrelation function may be rewritten as

'
-
'
.
]
Y
i
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R(x) = Ry(1) + Ry(x) + Ryl(x) (250)

where
Rylx) =1 - iiil- for all * (251)
lelolel <l < lel
Rz(r) = (252)
0 el sewhere
and
151:%1135L ma-|e| < v < mat|e| for m=0,21,12,...
R3(1) = ,
0 elsewhere
(253)

The Fourier transform of R](r) and Rz(r) is given by

FR () = (1 - 2el) 5() (254)
and
Lel? gipe?
F{Rz('r)} =3 sinc®(nf|e|) . (255)
Since Rs(‘) fs a perfodic function, its Fourier transform 1s'given by
F{Ra(t)} = .,z... <, 6< - %) (256)
i where c, is the nth component in the Fourier series of R3(t). Thus,
K 2%
R le - “jn=t¢t
: cn-%jll‘(lﬂ-[l-'l)e 5 Ta (257)
. =l€
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E
2 = SN
F{R3(r)} = lfl- ) sincz(nflel) §(f-n/a) . (258) fi—'
e T
Iherefore, whe power spectral density of the baseband signal is given s
Y )
2 -
ate) = (1 - 2el) st + Lol sincPiaricl)
2
+ (J-Z-l) I sinc?(afle|) 8(f-n/a) . (259)
n=-=

The desired signal component is the §(f) term, given by
€ 2 [ 2
f-) . (-0 em

Thus, the dc component is just 1 - lﬁl-. as expected.
The baseband self noise power spectral density is, therefore,
given by
2
6,(f) = Ll sinc(xflel)

2 ®

+ <}§F> T sinc®(efle]) s(f-n/n) . (261)
n=-o
n#0

Fhe power spectral density of the self noise component from the
product of the two identically coded biphase signals in one channel is
(for |e| < a/2) given by

PS PS
Oong 2 Gplf-fo) + 2 6p(PeT) (262)

where f° is given in Equation (245).

When the short code is involved in the calculation of the power
spectral density of the baseband self noise component with the same
codes, the fact that the pseudorandom sequence has finite length must b
considered. In this case, the -1 pulses in the baseband signal are
pseudorandom with a period corresponding to the code length, N.




If the short code is a pseudonoise code with its well defined
autocorrelation function, the self noise power spectral density may
easily be determined. In this case, it can be shown that the auto- o
correlation function of the baseband component is given by "

ar 2("—;‘—)11%"—‘31- , INA-le| < T < INa*|e]

for 2=0, %1, 2, +e. ‘.

1 1 - (N;]) (LeJdZ'mAL) ma-le| < T < mAt|e] (263)

m = t]’ _4_-2’ cee

R(z) =

m # 2N ]

o

L] - 2("—;—1-) J-%L elsewhere .

This may be rewritten as
;-

e 4

R(z) = R(x) + Ry(x) + R(x) (264)

where : ._
'
Ry = 1 - (1) Lel forall c (265) ]

RZ(T) = (N;]) JGl?lZ'lNAl eNA-|e| < 1 < aNa+|e] ;1-
2=0, i'.l [ iz, oo -,'""'
0 elsewhere (266)

and » ;
Ra(T) = (ﬂﬁl) lEl:li:ﬂAl. mA-|e] < t < ma+|e] ::;i

m‘o’ t]’ 12, L ‘ “
0 elsewhere (267) :*1

R |

The Fourier transform of these components is given by

—
- 1 . . .
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F (e = (1 - 2(5.51_)1%) S (268) *41

2 - e

; N+1 £ 2 . n

F(R, ()} = (J-L) T sinc2(xf|el]) a(f - ) . (269)

2 (NZ B i Na -

and L
2 - o

+ 3

F{Ry(<)} = (“—Nl) (Jfl) nz_ﬁ sinc?(xf|e|) 6(f - %) . (270) -
Therefore, the power spectral density of the baseband signal is given

by ‘
ot = (1 - 2% el e
() (5 Tt of - )

+ (ﬁﬂl-) (J%l-)z E sinc?(xf|e|) s(f - -'A'-) . (271)

The desired component is the &(f) term, given by
2 ' 2
- oY) lel) , (M1 Yle N+1) ( fe )
(1- 200 &5 )*(;rXL&L) - (%) (L
2 .
= [1 - (ML) Le
b - (5050 _—

The self noise baseband power spectral density is, therefore, given by

G(F) = (%%)Jflz T sinc2(xfle]) a(f - ﬁ?)

vy
+ (ﬂ*ﬂ-‘-)(lg-l-)z nz-“ sinc?(rf|e|) 6(1’ - %) . (213)
n#0
98




P IR,

T—r—‘r— N
. . PPN
. e tTe N

R TR T W T . T e T T T

In comparing this result with Equation (261), note that the con-
tinuous spectrum has become a line spectrum. As N approaches infinity
Equation (273) will, of course, approach Equation (261). Because in
most cases N will be on the order of 100 or greater, the difference
between using Equations (261) and (273) in any analysis will be negli-
gible. Thus, the self noise power density spectrum of Equation (261)

and the assumption of a truly random code will be employed in the
remainder of this section.

With A/2<|e]<A, the baseband signal again has a value of +1,
except for -1 pulses of width |e| which occur with a probability of
about one-half at every chip interval. In this case, with the assump-
tion of a random code, the autocorrelation function is given by

R(x) = (1 - g‘l—d- [t] < a-]€]
lellel lel <[] < &-le]
< 1 - lsl:JA_r:_m_A_L (m-1)at|e] < |t < (m1)a-|e]
for m = +1, 12, -

k0 elsewhere . (274)

The autocorrelation function may be rewritten a.

R(r) = Ry(x) + Ry(r) (275)
where
Ry(e) = Jlelzlel | < [el
0 elsewhere (276)
and

Ry(x) = [1 - Leltlembl  tntya < fe) < (meldacle]
for m=0, +1, 22, .-

0 elsewhere . (277)




The Fourier transform of these components is given by

2 .
F(Ry (<)} = J—E-L sinc? (vf|e|) (278)

F{Rz(r)}=(é'-1A£L)2 cz' Sincz(nf(A-IEI)) s(f -%) . (279)

n=-=

Therefore, the power spectral density of the baseband signal is
given by

1 12
G(f) = lfl—-sincz(wflel)

¥ (é;iil')z E sinc?(rf(a-e|)) 5(f - "Al) . (280)

nS-Q

The desired signal component is the &(f) term, (A-|e|/A)2, and, thus,
the baseband power spectral density of the self noise is given by

2
Gy(f) = J%‘- sincZ(nf|e|)

+ (“—H)z,,i.. sincZ(f(s-]¢|)) s(f - %) . (281)

n#0

The power spectral density of the self noise from the product of the
two identically coded biphase signals is (for a/2<|e|<a)

P P
.S - s
Gsn4(f) 2—-64(f fo) + 2—-G4(f+f°) . (282)
i When |e|>a, the baseband signal will have the same characteris-
- tics as in the case where the two mixed biphase signals have different
' codes. Thus, the power spectral density of the baseband self noise

component from the product of two identically coded biphase signals

with |e|>a 1s given by Equation (244). The results obtained in this
] section so far are summarized in Table 3. From these results it can
ba be seen that the self noise generated by the mixing of two different
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Table 3

Power Spectral Densities for the Self Noise Components
in Each Delay Lock Loop Channel

Type of Component

Power Spectral Density

Self noise component produced
from the product of the bi-
phase coded signal in the
delay lock Toop and the four-
phase signal component with

a different code

PS PS
6, (F)=52 G (F-F ) +55 G (f+F))

"
where 2
(a-ley])
6,(f) = — = sincZ(xf(a-1e;1))
1512,
+ ——sinc (uflell)

where e]=e-mA, m=0,+1,-++ and

Self noise component produced
from the product of the bi-
phase coded signal in the
delay lock loop and the four-
phase signal component with
the same code

Ps P
Gsnz(f) =g Gp(f-fy)) + 5= Gy(F+f,)
where 2 2
6,(f) = |Z| sinc®(nfle])

+ (1%1_)2 E sincz(nflel) 6( - %)

n:-ﬂ

nf0 for |e|<a/2

G,(f) = lﬁlg-sincz(uflel)
+<A_‘_5.|_€_|.)2 E sinc?(xf(a-e|))

N==w n
n#0 8 f -3
for A/2<le|_<_A
(8-le;1)2
6y(f) = —1=  sinc?(xf(a-]e;1))
g2,
+—— sinc (wf|e1|) for |e]>a

where c¢]1=¢-ma,m=+1,12,-- and
|e1|§_A/2
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codes has a power spectral density whose bandwidth and amplitude
changes with timing error. The self noise power remains constant
(equal to Pg), however, and, therefore, as the magnitude of the power
spectral density increases, the bandwidth decreases, and vice versa.
The self noise generated by the mixing of the two identically coded
signals has a power density spectrum whose magnitude increases and
bandwidth decreases with increasing timing error for |e|<A. The power
in the self noise increases with timing error in this case, from 0 to
Ps for |e| equal to A.

-y o,

In the delay lock loop, the self noise passes through a narrow
bandpass filter (see Figure 25). Now, the self noise spectrum has a
bandwidth greater than or equal to the code rate (see Table 3). On
the other hand, the narrow bandpass filter has a bandwidth on the order i
of the data rate. For a large spreading ratio, that is, ,

k >> 1 . (283)

the self noise output of the narrow bandpass filter can be assumed to

have a flat power spectral density with a bandwidth equal to the band-

width of the narrow bandpass filter and a Gaussian probability density :
function of the amplitude [15]. The magnitude of the power spectral g
density out of the filter is given by the magnitude of the self noise o

power spectral density at fy, G(fp). The power out of the narrow band- [
pass filter is then given by , o
- _ A
Psn (G(fo) + 6( fo)) " . (284)

Thus, the self noise power out of the narrow bandpass filter for the -
short code-long code product is given by (from Table 3) '

ley N2 P
Z‘ ) ] & (285)

Py, (151 = L(”','f")z . (

or

el le\] P

PSNl(lel|) =1 -25—+ 2( X ) © for |e]|§A/2
L

For the product of the two identically coded signals, the self

noise power out of the narrow bandpass filter is given by (from
Table 3)

" (286) )
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2P
P, (1<) = (lely ;5 le] <&

€ €9 2 P
[1 L2 " ('A‘I)]RE forle| >a  (287)

where |e|=|e|-ma, m an integer greater than 0, and |ey[<a/2.

Since the output power spectral density is flat and the output
has a Gaussian probability density function, the output is the same as
if white Gaussian noise was present at the input to the filter. .Thus,
an S$/N|1r can be determined based on k, |e]|, and th received signal-
to-noise ratio S/N|RF. As this S/N 1s ased on » which may vary
with time, the S/N|if may also vary with time. The e fect on the
S/N|1F of the self noise present during acquisition and during tracking
will now be examined.

During acquisition, e is continuouslxachanging and will take on a
wide range of values. For |c[>A, in one channel of the delay lock
loop, the power of the self noise is given by

PSN = PSN](IE]I) + PSNZ(Iell) (288)
or, from Equations (286) and (287)
2
gl (e 1] P
PSN=2[1-2A co5Y) |2 (289)
where Iell |e]-ma, m=t1,+2,.¢ and |e1|<a/2. Thus, P a will vary from
2Pg/k to Pc/k during acquisition. Since analysis with a varying noise
power 1is d?fficult, the worse case value of 2Pg/k will be assumed in
the remaining analysis. For this assumption, g/NllF is given by
S/NllF = ——T_RT (290)
s
+ ==
N RF P
or
k
= +
S/N|pe
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3
Thus, S/N|1f is upper bounded by k/2. The S/N|ir given above can be o
used with the acquisition analysis of Chapter V}. -
When the delay lock loop is tracking the signal, the average w,ﬂ
value of Lel is 0.5a in each channel. For proper operation of the long e
code acquisition circuitry (see Chapter VIII), the tracking jitter is R
usually small (less than 0.1a). Thus, the self noise power during L
tracking is approximately given by ;o
Poy = PSN](O.SA) + PSNZ(O.SA) (292) K
or from Equations (286) and (287) P
2 Ps 2 Ps o

Psy = [1 - 2(.5) + 2(.5)°] Ot (.5) o (293)

or
PSN = 0.75 Ps/k . (294)

Therefore, the S/NIIF is given by

_ k
S/NllF = —__T__f:ji . (295)
S/N 4
RF

The S/N|iF as given in Equation (295) is the correct value for
each channel. However, in the analysis of tracking jitter a different
S/N|1F will be used for the reasons explained below. In the delay lock
loop, the outputs of the envelope detector in each channel are sub-
tracted to generate the signal used in the code tracking. Therefore,
any correlation between the noise in each channel will effect the
tracking performance of the loop. Indeed, the self noise in each

} channel is correlated. The correlation of the baseband components of

8 the self noise can be shown (see [6, pp. 538-543], for a similar analy-

- sis) to be given by

f.' ,

gt = (3 0cc <}

Y (a-c)/a : %F_‘l’ <A

E. | 0 elsewhere . (296)

' 104

;i

RN AR )




......................
...................................

for || = 0.5a.
The power spectral density of the correlated baseband noise is then
given by

G,5(f) =g sinc(xf §) cos(2sf 3) . (297)
The power spectral density of the correlated noise is then given by

P P
G(f) = {’-c;,z(f-fo) + 55 Gp(f-f ) . (298)

As in the analysis before, since a narrow bandpass filter is used in
each channel of the delay lock loop, the power of the correlated self
noise out of the filter can be approximated by

Py = P/ (4K) . (299)

The power given above is the se!f noise power in each channel that is
cancelled when the envelope detector outputs are subtracted. There-
fore, this noise power need not be considered when calculating the

tracking jitter. The S/Niyr to be used in computing tracking jitter
is, then, given by

P o

S 2

Equations (291) and (300) may be compared to the S/N|f when the
delay lock Yoop is acquiring and tracking a biphase signal. Using the

phase signal that during acquisition,

gzvrn; + 1
and during tracking
S/N|qg = k S/N|ge . (302)
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same method as for the four-phase signal, it can be shown for the bi-
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Thus, during tracking of the biphase signal the self noise in the delay
lock loop will have a negligible effect on the S/N|Jf. However, as the
S/N|Rr decreases, the S/Nlép difference between the biphase and the
four-phase signals in the delay lock loop will become smaller.

c. Tracking Jitter

The tracking jitter of the delay lock loop with linear envelope
detection with noise present on the received signal will now be ex-
amined. To be considered first is the variance of the noise out of the
loop filter. Next, the discriminator characteristic is examined when
noise is present on the received signal. The tracking jitter is then
‘determined and plotted. Finally, a comparison is made between the
tracking jitter of the delay lock loop with 1inear envelope detection
and with square law detection.

First to be considered is the variance of the noise at the output
of the loop filter. Since it is desired that the tracking jitter be
kept small, it can be assumed that

BR. << BIF (303)

where By is the Toop filter bandwidth. Thys, following the analysis of
Chapter VI, the variance of the output of the loop filter for the ith
delay lock loop channel can be approximated by (see Equation (208))

o = [8 h2,(NJ2) + 2 WD) Byo(N /2)78, (304)

where hy] and hg, are given in Equations (192) and (193).
From these equat?ons the variance can be rewritten as

P p
o2 w8 2—Sl.F.2(‘;2--§ 'S')
i B | Pg H N Ps
2/ S P51
! ( . )
+ oFl ] 1. - P . (305)
SN 1 4 N-lxr Ps)) s

Thus, the variance is dependent on Pg;, the predetection signal
power in the ith delay lock loop channel. }rom Equations (180) and
(181), the predetection signal power can be seen to be a function of
the timing error, ¢, that is,
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Py (e = Pgle/+0.5)2 058 < ¢ < 0.5 .
P(1.5-¢/8)? 0.54 < ¢ < 1.54
o elsewhere (306)
and
Ps_(e) = [ Pgle/as1.5) -1.58 < ¢ < =0.5a
2
P(0.5-¢c/8)? -0.58 < ¢ < 0.54
0 elsewhere . (307)

: Thus, the variance is dependent on the timing error in each channel.
8 However, if it is assumed that the tracking jitter, o, is small com-
- pared to the chip duration, that is,

o << A s (308)

then, as discussed in Chapter VI, the timing error in each channel will
have a magnitude of about A/2. The predetection signal power in each
of the delay lock loop channels can then be approximated by

Ps (4/2) = 0.25P¢ . (309)
i
The variance of the noise in the ith delay lock loop channel, normal-
ized to the received signal power, Pg, is then given by
2
¢ B
i, 2 2f1,,. _
Fg BIF' [005 IFI (?92, 0-25 S/N|IF)

1 21 - L
+ FiHils - 0.25 SN ‘) . (310) s
S/N[pe (7 “F] o

Because the noise in each channel is assumed to be independent, the
variance of the output of the loop filter is given by

2 2
o an = 201

(311)

107




IR AP My

The effect that this variance has on the tracking jitter is de-
pendent on the discriminator characteristic, which will now be con-
sidered. The normalized discriminator characteristic for the delay lock
Toop with 1inear envelope detection without noise present at the input
is given in Equation (167). With noise and without normalizing, this
characteristic is given by

D(e) = E{vout/e}] - E(V /5}2 ’ (3]2)

out
where E{Vq,t/c}y and E{Vout/e}% are the expected values of the linear
envelope 3etector outputs for the advanced and delayed channels (1 and

2) of the delay lock loop, respectively, for a given ¢. From equation
(190) the expected value of the output for the ith channel is given by

(ny/2)8['/2 1
BVpe/ely = 24— 00 (- p o) @)
or

E(V_../¢€} 1/2
-——iﬂﬂL:Lj" 2 ( ! ) WF,

where Pii is given in Equations (3n6) and (307) for i equal to 1 and 2,
respectively. From Equation (314), Equation (312) can be expressed as

PS (E)
(- AF -S/N| 15 —F;—) (318)

NV : Ps, ()
D(e) = z(m[}?) WFy (- 7 B -S/N|IF —F—
: P (¢)
- .F.(— 7 15 -S/N|IF ;T) JF; . (315)

Thus, uniike the delay lock loop with square law detection [6, pp. 545-
567], the discriminator characteristic for linear envelope detection is
dependent on the signal-to-noise ratio. This is shown in Figure 30,
where the discriminator characteristic given by Equation (315) is plot-
ted for varfous values of S/N|{r. It can be noted that without noise
(S/N]1f = =) the maximum output voltage is 2v/2Ps/n (=0.9003/Pg), which
is the output of a linear envelope detector with a sinusoidal input of
magnitude v/2Ps.

The timing jitter will now be determined from the noise variance
and the discriminator characteristic. It can be seen that
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Figure 30. The discriminator characteristic for the L
delay lock loop with 1inear envelope )

f .
. detection for several values o S/u|"_- ‘1
: N e | (316) ]
3 out € o
i}
- where Vout 1s the voltage out the 1oop filter and D'(e) 1is the deriva- T
tive of the discriminator characteristic with respect to ¢. Thus, the -
standard deviation of the timing error (timing jitter) may be given by : 1
: pey | (317) o |
o =
- € € ——1
5 +
k 109 ‘
: ’
r '''''''''''''''''''
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As can be seen in Figure 30, the discriminator slope, D'(c), is not f*:
constant for ¢ between -A/2 and A/2 when noise is present on the input.

However, if again it {s assumed that the tracking jitter is small, as

in Equation (308), then the D'(e) in Equation (316) is nearly constant
and can be approximated by

D'(e) = D(0.14)/(0.12) (318)

or, from Equation (315),

D;'%A - Zo(f‘rg}“h_r)m {.F.(— ¥ 15 -0.36 S/N| )

- .F.(- 'f; 1; -0.16 S/NIIF)} . (319)

The closed loop bandwidth, By, of the delay lock loop will now be
determined. With the loop filter as given by Equation (161), the closed
loop transfer function (see [6, pp. 544-545]) has the form

1+/2 Plog

H(p/p,) =
" +J7b/po+(P/p°

z (320)

- The noise bandwidth of the loop is then given by

; sk [

From Equation (320), the noise bandwidth can be evaluated to be

2
dw . (321)

- B, = 0.53 g, . (322)

Therefore, from Equations (310), (311), (317), (319) and (322), the
normalized timing jitter is given by
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1 21, 4. _
L WFL (7. 1; -0.25 smh,,.)}

: [zo(mh;)m {.r. (3 15 -0.36 s/
- Fu- 31 006 S/NIIF)}]-] . (323)

The parameters of interest in the short code tracking are S/N|jf,
Po/Bips and oc/A. o/ is plotted versus S/Njir for various values of
Po/Byp in Figure 31. It should be noted from Equation (323) that the
timing jitter is proportional to vpo/Brr. In general, ,o is desired
to be as large as possible (for a g?ven oe/A) so that the final acqui-
sition timer?see Chapter VI) is as small as possible. Thus, in a
typical design problem (see Chapter XI) the S/N|1fr and the maximum
desired o /A (determined in Chapter VIII) will be known and a value for
Po Must be determined. In Figure 32, the required po/Byp is shown
versus S/N|yp for various values of oc/a for use in sucﬁ a problem.

A comparison can now be made between the tracking jitter for the

delay lock loop with 1inear envelope detection and square law detection.

From [6], Equation (18-99), the tracking jitter for the delay lock loop
¥1th{squa;e law detection, expressed in the notation of this report,
s given by

1/2 .
% . (0'53"0) ( | )1/2 X (324)
3 Byr AT (s/n| )%

Equations (323) and (324) are plotted in Figure 33, where the tracking
Jitter of the two delay lock loops is plotted versus S/N|IF for oqo/BrF
equal to 0.1. As can be seen in this figure, the tracking jitter of
the delay lock Toop 1s about the same for both types of detectors.
Only for large timing jitter is there significant difference in the
Jitter of the two delay lock loops. However, for large timing jitter,
the assumption of Equation (308) is no longer valid, and, therefore,
the equation for the linear envelope detector may not be accurate.
Since vbo/B fF is a factor in the tracking jitter equation for both
types of detectors, the performance of the two types will be nearly

m
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Figure 31. Normalized code timing jitter o¢/A, versus
S/N|5F1f°r various values of po/Byp, for
e

the ay lock loop with linear envelope
detection.

identical for all values of po/Brp. Thus, the use of linear envelope
detection in the delay lock 1oop, so that the sum channel can be easily
implemented (see Chapter V1), does not significantly change the track-
ing jitter that would be obtained with square law detection.

Thus, in this chapter the effect the self nofse has on the signal-
to-noise ratio 1n the delay lock loop has been determined. The signal-
to-noise ratio was calculated for the delay lock Toop during acquisition
(Equation (291)) and during tracking (Equation (300)). The self noise
was shown to set an upper 1imit on the signal-to-noise ratio. The
tracking jitter for the delay lock loop was calculated and it given
by Equation (323). The tracking jitter for the delay lock loop with
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: §ooo
b LONG CODE ACQUISITION R
A. Introduction

. In this chapter the long code acquisition procedure as described
briefly in Chapter V is described and analyzed in detail. This chapter
is divided into several sections. In the remainder of the first sec-
tion the acquisition procedure is briefly described. The performance
of the differential detector is the main factor in detemmining the per-
formance of the acquisition procedure. In Section B the average bit
error probability is calculated for ideal differential detection with
noise, and the dependence of adjacent bit errors is studied. Also
analyzed in Section B is the performance of the differential detector
with timing jitter. In Section C an approximate model for the acquisi-
tion system is analyzed. Although this model only roughly approximates
the actual acquisition system, equations can be derived which aid in
understanding the performance of the actual system. The actual detec-
tion scheme is described in Section D. A model for this detection
system is developed in Section E, and acquisition performance results
are presented from a computer simulation using this model.

After the short code timing has been acquired, the long code tim-
ing is acquired by the receiver by the method to be described below. To
obtain long code synchronization a method other than the sliding corre-
lation method can be used because the interference and noise has been T
reduced in the array output at this point. Since the long code symbol e

transition timing is known from the delay lock loop tracking of the C
short code, it is only necessary to determine what the code symbols are >

during each symbol interval. Under these conditions a technique may be =
used which is known as Rapid Acquisition by Sequential Estimation[12] ]
to acquire the timing of the long code. This method is described in

detail in the next several paragraphs. Immediately after the long code

timing has been acquired, the long code will then be used to generate .
the reference signal for the array. (]

In Figure 34 a block diagram of the Rapid Acquisition by Sequen- -
tial Estimation (RASE) system is shown. For this technique, the code .
bits on the received signal are demodulated and loaded into feedback e
shift register. This shift register has the same length and feedback 1

L connections as that used to generate the code at the transmitter. When »
8 the shift register is fully loaded, the feedback is connected, and, if —
g °

= u =t A F
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the code bits have been demodulated correctly, the output of the shift ]
register is synchronized with the code on the received signal. To —
verify synchronization, the correlation between the received signal and :
the generated code is determined. If the correlé.ion value does not
exceed a given threshold, the above process is repeated (i.e., the
shift register is reloaded until synchronization is obtained. Using
this method synchronization for a 2n-1 bit pseudonoise code can be
obtained after detection of as few as n bits. Even with a large amount
of noise present with the received signal, although many loadings of
the shift register will be required before the signal is acquired, the
average time required for acquisition is still much less than for the
sliding correlator method.

In Figure 34 the shift register is shown with two feedback taps,
connected through an exclusive-or gate to the first stage of the shift
register. However, more than two taps or even nonlinear logic could
also be used in the feedback, if desired, to increase code security.
The only requirement for this technique is that the only feedback con-
nection must be to the first stage of the shift register.

RASE
{pn CODE)
e
RECEIVED BIT n STAGE
e e ——*—o\—.
SIGNAL DETECTION SHIFT REGISTER

Figure 34. Rapid Acquisition by Sequential
Estimation block diagram.

A block diagram of the RASE method is shown in Figure 35 for the
acquisition of the long code timing. As shown in this figure the array
output containing the desired signal with noise is differentially de-
tected using the symbol transition timing information from the tracking
of the short code. Information about the phase shifts present at each
bit is then passed to the detection logic. Since the short code bits
are known, the detection logic can determine the long code bits and in
some cases also determine if errors have been made by the differential
detector. If no errors are detected, the long code bits are loaded
into the shift register. The shift register is then connected in the
feedback mode and the output of the shift register correlated with
the array output to verify code timing. If the correlation of the two
signals after a given time exceeds a threshold value, the output of the
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Figure 35. RASE with an adaptive array for
four-phase modulated signal.

shift register is used to generate the reference signal for the array.
Otherwise, the shift register is reloaded and the process repeated
until code synchronization is obtained.

B. Differential Detector Performance

The acquisition procedure described in Section A uses a differ-
ential detector to determine the bits to be loaded into the shift re-
gister. Thus, the error probability of the differential detector is
the m¢in factor in determining the lockup time for the short code. In
the f. st portion of this section the average bit error probability is
computed for ideal four-phase differential detection with noise. As
in any differential detector the probability of error for a given bit
15 dependent on whether an error occurs in detecting the previous bit.
This dependency of errors is examined next. Finally, the bit error
probability is computed for differential detection with timing jitter.
From this timing jitter analysis the effect on differential detector
performance can be studied for the bandwidth of the filters in the
delay lock loop (see Chapter VI).

First to be considered is the average bit error probability for
ideal four-phase differential detection with noise. 1In Figure 36 a
block diagram is shown of the differential detector. At the differ-
ential detector input, the input signal, z(t), is given by

z(t) = s(t) + n(t) (325)
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Figure 36. The differential detector.

where s(t) is the four-phase signal and n(t) is noise which is assumed
to be white Gaussian noise with single sided power spectral density Ng.
As seen in Figure 36, z(t) is split into orthogonal components and
integrated over each chip (code symbol interval), A. The mth chip sig-
nal vector is, therefore, given by

z, e a + em a, (326)

where ay and 3} are unit vectors defining a rectangular coordinate
frame.

For four-phase differential detection,_in the decision circuitry
the magnitude of the angle between zy.1 and zp, defined in the interval
[0,2n] is compared with the decision angles to determine the two re-
ceived code symbols. The decision boundaries are shown in Figure 37
for ideal four-phase differential detection with equiprobable "0"'s and
"1"'s in the presence of white Gaussian noise.
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Figure 37. Decision boundaries for the mth code
symbols for four-phase differential

detection.
The receiver rule may be derived from Figure 37 as follows. Let

8 be the angular difference between two consecutive signal vectors,
% that is,
-: e
b, _‘l
5 . -1 fﬂ i -1 _.Z.(’"__).)
8 e = tan ( s ) tan (ex(m-l ) . (327)
# xm
3 Then the receiver rule for one channel is given by
{l cose > sine "0" transmitted (328)
i
8 and

cose < sine "1" transmitted . (329)
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Equation (328) can also be considered as meaning that the dot product '
of the two consecutive signal vectors is greater than or equal to the —
magnitude of the vectors' cross product. That is, T
2 Zp 2z X zZy) - 2, (330) .
_ _ 2
where a, is a unit vector perpendicular to and ay. Equations (326) .
and (336) may be combined to give the 1nequa§ity -
% (m-1)%m * Cy(m-1)%m 2 Ex(m-1)%ym ~ Cy(m-1)%xm’ (331) -
Thus, for one channel the receiver rule may be given by y
e e + e e, -e e _+e e >0 E
x(m=1)"xm = “y(m-1)ym x(m-1)"ym ~ “y(m-1)"xm = (332) 1
"0" transmitted re
and };“
ex(m-l)exm * ey(m-])eym - ex(m-l)eym + ey(m-l)exm <0
(333) -
"1" transmitted. ro
Similarly, for the second channel, the receiver rule can be derived to ?}j
be given by =
(zm_.| X zm) - a, m-1  Zm >0 (334) '
or

€ (m-1)8ym = Sy (m-1)%m * ex(m-1)%m * Sy(m-1)%ym 2 O (335)
and "0" transmitted,
®x(m-1)8ym = 8y (m-1)8m * Sx(m-1)%m * Cym-1)%m <0 o

"1" transmitted

Equations (332) through (336) are in the form that they can be easily
implemented in the processing and decision circuitry of the differen-
tial detector.

. - From Figure 37 it can be seen that the decision boundary for a

given channel with four-phase differential detection is the decision

g boundary for biphase differential detection rotated 45 degrees. Thus,

Ei ideal differential detection of one channel of a four-phase signal has
the same average bit error probability as differential detection of a
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error probability for biphase differential detection with signal vector
angle error has been determined in [20]. From [20], Equation (74), the
bit error probability with a 45 degree angular error, and, thus, the
error probability for one channel in a four-phase signal is given by

i
T
E; biphase signal with a 45 degree error in signal vector angle. The bit

= — exp —5——— do
L & =l 2cos“e+sin‘e
n/2 . /E /N_ cosx
+1 ?ﬁ- [ J a0 exp(-uzlz)d"
"W J-as2 /?EA7N° cos (x+r/4}
. exp[-EA/NO(sinzx)] cosx dx R (337)

where E, is the signal energy per chip interval. It should be noted
that E, is twice the energy per code symbol because the signal energy
is dinded between the two code symbols in each chip interval.

Evaluation of Equation (337) was done with the computer program
used in [20]. Results are plotted in Figure 38. There are several
other equations which can be used to compute the probability of error
in a single channel with four-phase differential detection, including
[21], Equations (54) and (55) which is derived in [22]. These equations
give results similar to those of Figure 38. :

The probability of at least one error in detecting both channels
will now be considered. If the error probability for each of the two
channels was independent of the other channel, then the probability of
at least one error in each chip interval would be given by

Pe, * 2P - Pél : (338)

E;

With differential detection, the error probabilities are not in-
dependent, however, although Equation (338) gives results within 3 per-
cent of the actual value for E,/N, between 1 and 4. The actual value
of the probability of at least one error in a given chip interval is
given by ([21], Equation (71), derived in [22]?

M A PO
[N

h o)
-t

»

: p [" 1 f”’z inx [1+ (E/N)(1 in x)]

K = -— sin X + + cos sin X

3 By Jwa ™o 4" g

] . exp(-(EA/No)(1 -cos ysinx)) de dy . (339)
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Figure 38. Average bit error probability versus E /N
for differential detection.
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Evaluation of Equation (339) was performed numerically using Simpson's
1/3 rule with 100 points for each integral. Results are plotted in
Figure 38. It should be noted that these results agree with the tabu-
lated values of [23]. Two other curves are plotted in Figure 38. These
include the bit error probability for biphase differential detection,
which is given by

. )
PE4 f-exp[-EA/NOJ . (340)
For comparison purposes, the curve given by
< )
PEs z-exp[-EAIZNOJ (341)

is also plotted.

As seen in Figure 38, the probability of error in one channel is
less than 1/2 expEE,/2Ng] for E,/No between 0 and 4. Thus, for a given
energy per code symbol (rather ehan energy per chip) to noise density
ratio four-phase differential detection has a lower bit error probabil-
ity than biphase differential detection for small Ej/Ng. As shown in
Section E, this range of E,/Ny values is the region of interest in the
long code acquisition method.

In differential detection the phase difference between two con-
secutive signal vectors is used to determine the code symbols. Thus,
the error probability for a given chip interval is dependent upon
whether there were errors during the previous chip interval. Because
of this error dependence the probability of loading n bits without
errors into the shift register during the long code acquisition will be
different than just the nth power of the average bit error probability.
This error dependence will now be examined.

For biphase differential detection the dependence of error pro-
babilities has been studied in [24]). With biphase differential detec-
tion there are four combinations of errors (or conditional error pro-
bability cases) to consider: (1) two errors, (2) no errors, (3) an
error followed by no error, and (4) no error followed by an error. For
four-phase differential detection the number of cases is increased to
16. That is, there are four possible error combinations in one chip
interval (conditions) and four possible error combinations in the next
chip interval (resulting errors).

To calculate the conditional error probabilities it is first

necessary to consider the probability density function of the phase
error due to noise of the ith chip interval signal vector in the
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differential detector, y;. For white, Gaussian noise this probability
density function is given by [25]

€ 1 Ey .2
P(¥/(Ep/N,)) = %? expl} “f-’]+ 7= | N—o- siny

fﬂ? cosy B’ + Q(w.EA/No)] (342)
where
v2E . /N_ cosy
Qe M) = g [ H 0 el (343)

As an example to show how the error probabilties may be calcu-
lated, the case will be considered of two consecutive errors in one
channel and none in the other. Let ej, denote an error in the ith code
symbol of the ith chip interval and ej, denote no error. Then the
probability of an error in one channel given an error in the same
channel in the previous chip interval, with no errors in the other

channel is given by

Prle ®1,78(1-1),8(4-1),)

Pr(eilgize(m )13(1'-1)2 (300)
- Pr(e(i-l )]‘(i-])z) )

The denominator in Equation (344) may be seen from the decision
boundaries shown in Figure 37 to be given by

— " 3 ’
Pele(1-1),8(4-1),) =Peld < ¥(3-1) (1) £°T) (345)
1 2

or

P(ei_] 31_1 )=P£'+‘4’1-2 < V(i ii}*"i-z .
ri€(i-1),%(1-1), r(()() ())(346)

From Equation (342), the above equation may be written as
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31/4+o(1_2)

Pr(e(f-])];ki-1)2) = IT"J"/4+*(i 2 p(W(i_])/(EA/NO))

) p(*(i-2)/(EA/NO))QW‘i_z)dW(i_]) (347)

The numerator of the right-hand side of Equation (344) may be
seen from Figure 37 to be given by :

Prle; ®1,8(1-1) &(1-1),)

3n 3
‘PrGfWUJ)’Wnu‘r"'ili%'*ﬁq)‘fa

(348)
or

Prles 81, %01-1),5(4-1),)

3
”(**uz)‘%1n Tt va),

-3
o ITRIE S T **uq»

(349)
and, thus, from Equation (342)
0 (e . ) J I3w/4+w(i_2)f-ﬂ/4+w(1_l)
ACEINIRI R "Av gy <3N )
Pog/ (BN )IDCo 4 _yy/ (Ep/NG))
p(*(i_z)/(EA/“o)) dwidW(1_])d*(1_2) . (350)
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Evaluation of Equations (347) and (350) was done numerically _
using Simpson's 1/3 rule with 24 points for each integral. Pr(Ei] eiz/
e(i-l)] e(i_1)2) was then calculated from Equation (344). ]

b

Using the method described above the conditional error probabil-
ities were determined for all cases. In Table 4 the limits on the
integrals in Equation (350) are shown for all cases. The conditional ]
error probabilities are plotted in Figures 39 through 41. As can be
seen from these figures the conditional error probabilities vary widely
about the average from case to case. Thus, the conditional error pro-
babilities must be taken into account when analyzing the long code
acquisition time.

The next topic to be considered is the effect that bit timing error
has on the differential detector bit error probability. As discussed
in Chapters VI and VII, the bandwidth of the delay lock loop filter and
the signal-to-noise ratio determine the jitter in the code timing. The
bandwidth of this filter is usually desired to be as large as possible to
increase the short code acquisition probability. Thus, the timing
jitter will usually be made as large as is possible without seriously
affecting the performance of the differential detector.

In the following analysis the effect is studied of bit timing
jitter on the average bit error probability for a single channel in a
four-phase signal. Although analysis could also be performed for the
effect of timing jitter on the conditional error probabilities and the
average probability of an error in at least one channel, this would
require an extremely large number of cases to be studied and make the
job of determining the filter bandwidth very complex. Thus, only this
one case has been considered.

To determine the effect of timing jitter on the differential
detector, the effect of timing jitter on the signal vectors will be
considered first. Referring to Figure 36, with a timing error, ¢, the
outputs of the sample-and-holds in the differential detector are given

by

Ate
e (mave) = r(' e S8 (351)
and
MmA+e
ex(mate) = | Ey(t)dt . (352)
(m=-1)a+e
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Figure 39. Conditional error probabilities for no

errors versus EA/NO.
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The parameters of interest for the signal vectors are the magn1—
tude of two consecutive signal vectors Ly and Ly, and the error in the
angle between them due to timing error, 46. With timing error there
are 16 cases to consider. The signal vector magnitudes and angular
error for these cases are listed in Table 5.

The average probability of error with timing error may be calcu-
lated by averaging the probability of error for each of the 16 cases.
The probability of error for the ith case with a given timing error is
given by (from [20])

K(L],L2 a9, /e. case i) =

In/z L% §C052A¢ /N0
- exp |- de
TJo Lfcosze+tgcoszz; sin‘e
L1 /2 /2/N oCOSXCOSAY 2
t—_— j j € exp[-u“/2]du
meN ) .g/2 L,v2/N cos(x+¢ )
[ L sinox
- exp N cosx dx s (353)
L ()
where
Ap_ = e+ t/4 (354)

and Ly A6 are given in Table 5. As discussed prev1ous]y /4 has
been addeﬁ to Ae in Equation (354) to make the equation in [20] for bi-
phase differential detection correspond to that for four-phase differ-
ential detection.

As stated before (see Chapter VI), the timing error, e, is
assumed to have a Guassian distribution, which may be given by

2
ple) = 7?10_ exp [ ;ﬁf] (355)
T e ce

where o_ is the standard deviation of the timing jitter. Thus, the
probabifity of error for a given case is given by
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Table 5

Signal Vector Magnitudes and Angular Error with
Timing Error for All Cases

Signal vector magnitude*

Angular error

Case L L, A®
1 1 1 0
2 1 (]-e)2+e2 tan”] T%g
3 1 1-2¢ 0
2 1 (1-¢)2+e? - tan”! 15
5 (1-e)2s2 1 2tan”! T%E
6 (1-¢)2+€? (1-¢)%+¢2 - tan”! T%E
7 (1-¢)24€2 1-2¢ 0
8 (1-¢)24+e2 (1-e)24e? - tan”! T
9 1-2¢ 1 0
10 1-2¢ (1-¢)24e? - tan”! &
n 1-2¢ 1-2¢ 0
12 1-2¢ (1-¢)%+¢? tan” &
13 (1-¢)2+¢2 1 2tan” T
14 (1-¢)24e2 (1-¢)2+¢2 tan”! T%;
15 (1-¢)%4+€2 1-2¢ 0
16 (1-€)2+e? (1-6)24e? tan”" T

*Normalized to 1 without

timing error.
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P

%
Pe(case 1) = [ K(L;sLps86 /e, case 1)p(elde . (356)
€
The average probability of error for all cases is then given by %_77
16 po
P_ = 1 . z I . 4
E ﬁ 181 c K(L‘ ,LZ,AOE/C’ case i) * p(e)de . (357) -
Equation (357) has been analyzed using numerical techniques. _
Simpson's one-third rule was employed in evaluating all integrals. ,iui

'73 The number of points for each integral was 4 for u (Equation (353)), ¥
. 40 for x (Equation (353)), 30 for e (Equation (353)), and 150 for ¢ '
) (Equation (355)). The results of the computer analysis ara shown in R
\ Figure 42, where the average probability of error in a single channel
E; is plotted versus Ep/No for various values of timing jitter. Figure
% 42 can be used to determine the increase in Ep/Ng required with timing

jitter to obtain a given error performance. Thus, the effect of dif-
ferent delay lock loop filter bandwidths can be determined on the
differential detector performance. A design example using this infor-
mation is presented in Chapter XI.

C. Analysis of an Approximate Lon
X Code iEqu1s1t1on ﬁ53e1
3 In this section a simplified model of the long code acquisition

- scheme is analyzed. For this model several assumptions are made for
Hi the acquisition system so that the system can be studied theoretically.

Although these assumptions are not true for the actual system, with

these assumptions equations can be derived which give a rough idea of
the actual system performance., The parameters being studied in this .
section are the long code acquisition time and the probability of long o
code timing acquisition in a given time as a function of Ep/Ng and lon, -]
code shift register length.

- The following assumptions for the long code acquisition system jﬁT
1 model have been made in this section. It must be stressed that these '
3 assumptions are not true for the actual system and will only be used
- in this section. The assumptions are:

i (a) The long code can be differentially detected by itself .
- (without the short code plus data). S

(b) The bit error probability for each code symbol is in-
dependent of other symbols.
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Figure 42. The average probability of a symbol error
in four-phase differential detection.
versus Ep/N, for various values of timing
jitter.
(c) The bit error probability is given by
Pp = %-exp[-EA/ZNOJ . (358)
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s Although in the actual system the long code cannot be differentially

‘ detected by itself, assumption (a) is still fairly reasonable since

e when detecting the four-phase signal, the short code is already known.
Assumption (b) was shown to be wrong in Section B. However, this
assumption allows for the derivationof equations in this part which
are still reasonably accurate. The approximation to the average bit

N error probability in assumption (c) was discussed in Section B, and

! shown in Figure 38 to be fairly accurate over a range of Ep/No values

‘ from 1 to 4, which is the range considered in this part.

This simplified model will now be analyzed to determine the aver-
age long code acquisition time and the probability of acquisition in a
given time. As described in Section A the long code acquisition scheme
! involves the loading of a shift register with the detected code symbols

followed by the correlation of the output of the shift register with

the received signal. With the assumptions described previously, the
probability of fully loading an n stage shift register with error free
code symbols is given by

?- Pn = (1-PE)n s (359)

O where Pg is given in Equation (358). The trials of fully loading the
o shift register are independent Bernoulli trials. Thus, the number of
I: trials required for an error free loading (i.e., for acquisition) has

a geometrical distribution. The probability of success of the xth
trial is then given by

Px=x) = (1-p )X, (360)

and the average number of trials required is the reciprocal of Py,.

Sl e P
SUDUSPRIRID |

For each loading of the shift register, the output of the shift
register is correlated with the received signal for a period of time
which will be referred to as the correlation time. The correlation -
time is discussed in Chapter IX. As stated in this section, the cor- -
relation time, Teopp, Will, in general, be some given multiple, M, of N
the number of stages in the shift register for a given system, i.e., e

Teorr = M 8 . (361) —

Thus, the average acquisition time is given by

«_Mn s

T (362) —
acq (1 _PE)N o

T a -
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For the sliding correlation method of acquisition (used for the
short code), the average acquisition time is given by (see Chapter VI) f"f

= oh-1 -
Tacq =2 Teopr ) (363) L

Thus, for Pg equal to one-half (random guessing of the code timing) F
the average lockup time for this model is twice that for the sliding t
correlation method. However, as P¢ decreases, the lockup time with :
this model will become much less. ]

Equations (362) and (358) can be combined to obtain the average :
acquisition time, which is given by f )

=M n_4 . (364)
(1 - expl-E,/2N )"

Tacq

Equation (364) is plotted in Figure 43, where the required E,/N, is
plotted versus n for several values of average acquisition time. As
can be seen in this figure very long codes can be used with rapid
acquisition if EA/NQ is greater than 3. It should be noted that this
is the usual operating 1imit of a biphase communication system with an
adaptive array (see Section E for further details).

. The probability of acquisition in a given time will now be exam-
E- ined. In the analysis for Figure 43 the average lockup time rather

: than the maximum lockup time was considered. For the short code

- acquisition the acquisition time has a uniform probability density
!! with the maximum acquisition time equal to twice the average. However,
& for the long code, the acquisition time has a geometrical distribution
as shown in Equation (360). Thus, the probability of more than X
trials being required to achieve lockup can easily be shown to be given

:"f- by

K ‘ x

y Pr(x>X) = (l-Pn) . (365)
- Therefore, there is no maximum lockup time and a probability of acqui-
# sition, Pacq, within a specified number of trials must be considered.
_f From Equatﬁgn (365) the probability of acquisition in X trials is

- given by

S =1 (1-p ) : (366)
- acq n

4
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Figure 43. Required E,/Y, versus shift register length ; }
for various values of long code average = 9
acquisition time for the approximate system o
model. R
In general, the probability of acquisition for a given trial, Pa» ’ |
will be a very small number, and, thus, an approximation to Equation =y

(366) can be made. It can be shown that for

1 B
> 10 (367) :
p; ] » .
k- - “1
; T P -
(-p) Mael (1.2 (368) N
; ’
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with less than a 0.2 percent error. Since, in general, ._[f
-
=0, (369) [
n

the probability of acquisition can be approximated by Sl
‘ -
eV L
pacq LI | e (370) i j
where ':f:
2

y=Xp . (371)
j.e., y is the multiple of the average number of trials required for a S
given acquisition probability. Equation (370) may be rewritten as y N
]
y*-2.3 log(l-Pacq) . (372) 3

Equation (372) is plotted in Figure 44. It can be seen that the
probability of acquisition in the average acquisition time is about
63 percent. This equation can be used with Figure 43 by noting that
the time required to acquire the long code timing with a given proba-
bility is y times Tacq as given in Figure 43. A design example is
presented in Chapter al.

D. The Long Code Symbol Detection Scheme

In this section the long code symbol detection scheme is described.
The reason a detection scheme must be developed is that in dif-
ferentially detecting the four-phase signal (i.e., determining the two
symbols corresponding to the phase shift (see Figure 37 for the de-
cision boundaries)) the long code symbols, the short code symbols, and
the data bits are detected together, and only the long code Symbols
are desired, To determine how to separate the long code symbols the
modulation method will be examined first. An ambiguity problem exists
fn detecting a signal with this type of modulation, and this problem
is discussed next. A way to get around this problem is then discussed,
and a detection scheme is described. The detecting of errors using
this scheme is considered next. Finally, the detection logic is shown.

The four-phase signal under consideration in this dissertation
can be expressed as (from Chapter V, Equation (142)).
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s(t) = sin(wt+z(t)) + cos(wt+e(t)) (373)

r—~-1
where w is the carrier frequency,
g(t) = ¢ = +nw
el T (m-1)a < t < maA ;o
o(t) = ¢ = ¢ | +byr .

m is the constant phase angle added to the short code signal
component during the mth chip interval,

on is the constant phase angle added to the long code signal
component during the mth chip interval,

n is the mth symbol of a stream of ones and zeros derived
from the short code plus data, and

bm is the mth symbol of a stream of ones and zeros derived
from the long code.

The phase shifts in this signal due to the two codes plus data may be
determined from Equation (373) and are shown in Table 6. As shown in
Table 6 from the phase shifts alone, two symbol streams can be deter-
mined but it is impossible to determine which symbol stream contains
the long code symbols. Specifically, when a plus or minus ninety
degree phase shift occurs it is impossible to determine the long code
symbol unless either the short code plus data symbol or the previous
phase is known. These two parameters are considered below.

Considering the previous phase first, it can be seen in Table 6
that there are four possible previous phases. These may be grouped
into two states, state A, consisting of plus and minus ninety degrees,
and state B, consisting of zero and one hundred eighty degrees.
Examination of Table 6 shows that it is only necessary to know the
previous state to determine the long code symbol from:the phase shift.
From each phase shift the previous state for determining the next
symbol can be calculated. Thus, once the previous state is known, all
subsequent long code symbols can be determined. However, there is a
fifty gercent chance of error in choosing the initial previous state
at random.

Considering the short code plus data symbols next, it should be
noted that the short code is already known. Thus, the short code
{- plus data symbols are known except for every kth symbol, where k is the
9 spreading ratio. However, which symbol contains data is also not known.
g To use only the short code symbols to determine the long code symbols
F would lead to a probability of an error of one-half every k symbols.
) For n much greater than k, the probability of an error in fully loading
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Table 6

The Phase Shifts Caused By the Long and Short Code Symbols
Plus Data for the Four-Phase Modulation Scheme

Symbol Previous Phase
Phase Shift
g?zgtoggge Long Code (degrees) (degrees)
m ,

"

0 0 0 0
0 0 90 0
0 0 180 0
0 0 - 90 0
0 1 0 - 90
0 1 90 + 90
0 1 180 - 90
0 1 - 90 + 90
1 0 » 0 + 90
1 0 90 - 90
1 0 180 + 90
1 0 - 90 - 90
1 1 0 180
1 1 90 180
1 1 180 18C
1 1 - 90 180

the shift register (even with error free differential detection) can
become quite large. Thus, other methods must be examined.

To reduce the chance of error in the long code detection scheme,
after examining several schemes, a scheme was chosen which used a combi-
nation of the previous state and short code symbols. In this scheme
the short code is used to determine the long code symbols until a plus
or minus ninety degree phase transition occurs. At this point the

4
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phase shift plus the short code symbol is used to determine the pre- o
vious state from Table 6. The probability of error in determining the ;“*J
previous state is then the probability of‘a "1" data bit occurring with
this short code symbol, which is given by

Pe = 2% . (374)

Thus, for large spreading ratios this probability is small. With the j
previous state determined, both the long code and short code plus data -
symbols can be determined from the phase shifts. Also, since the short

code symbols are known, the data bits may also be determined. This

detection scheme is shown in Table 7. F

Since the data bits can be determined using this scheme, some

errors in the differential detector can be detected. That is, since

a "1" data bit may occur only every kth code symbol in the transmitted

signal, if "1" data bits are detected at other than every kth symbol :
an error is known to have occurred. Unfortunately, from the detection ’
scheme it is impossible to determine which symbol is in error. How-

ever, if an error is detected, the shift register loading can be stop-

ped, the register cleared, and shift register loading resumed. This

method saves both the time required to complete loading of the shift

register and the correlation time for the cases where an erroneous e
loading of the shift register may occur. VP

Because of several factors including the dependence of symbol
errors as described in Section B, it is extremely difficult to deter-
mine theoretically the performance of this detection scheme with the
differential detector. Therefore, this detection scheme has been o
modelled in Section E, and a computer simulation has been made of the y
long code acquisition procedure for white, Gaussian noise present on -
the received signal. However, some understanding of this detection o
scheme's error detecting capability can be obtained by briefly exami-
ning Table 7. For example, the case can be considered where the pre-
vious state has been determined and thereare no data bits present for -
several consecutive short code symbols. As can be seen in Table 7, )
if the phase shift determined by the differential detector is in error -
by 180 degrees, then a "1" data bit will be determined, and this will
signal an error. If the detected phase shift is in error by plus or
ninus ninety degrees, then an error in the next code symbol's previous
state will be made. As seen in Table 7, if there is an error in the
' previous state and the next phase shifts are determined correctly, then )
[’ with a plus or minus ninety degree phase shift it will be determined -
- that a "1" data bit has been received (note that no data bits have
been assumed present), and an error will be detected. Thus, for this
case, most errors in the differential detector will be detected. Al-
though only one special case was considered here, it will be shown in
\ Section E that this detection scheme does indeed detect most of the ’
differential detecttion errors. -

T
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Table 7

The Detection Scheme

1) Initially (Unknown previous state)

Phase Short Next Previous Long "1" Data
Shift* Code State Code Bit
(degrees) Symbo1 Symbo1
0 0 Unknown 0 No
0 1 Unknown 0 Yes
+ 90 0 B 1 No
+ 90 1 A 0 No
180 0 Unknown 1 Yes
180 1 Unknown 1 No
- 90 0 A 1 No
- 90 1 B 0 No

*The phase shift is determined by the differential detector. From
Figure 37, +90 degrees corresponds to a "O1" output from the
differential detector, -90 degrees is a "10", 180 degrees is a
"11", and 0 degrees is a "00".

2) Previous State A

Phase Short Next Previous Long "1" Data
Shift Code State Code Bit
(degrees) Symbo1 Symbo1
0 0 A 0 No
0 1 A 0 Yes
+ 90 0 B 1 No
+ 90 1 B 1 Yes
180 0 A 1 Yes
180 1 A 1 No
- 90 0 B 0 Yes
- 9 ] B 0 No
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Table 7 (Cont.)

3) Previous State B

Phase Short Next Previous Long "1" Data

Shift Code State Code Bit

(degree) -Symbo1 Symbo1 =

0 0 B 0 No

0 1 B 0 Yes

+ 90 0 A 0 Yes

+ 90 1 A 0 No

180 0 B 1 Yes

180 1 B 1 No

- 90 0 A 1 No

- 90 1 A 1 Yes

A block diagram of the circuitry necessary for implementation of
this detection scheme is shown in Figure 45. The logic for the PROM
shown in this figure is provided in Table 8.

PHASE SHIFT S R R Lons
OIFFERENTIAL | BiT ¢, Ay B p T
DETECTOR 20 ¢ 29 A3 2302 ._il..__. ,
ouTPUT puase_suirt_| 20" 30 a2 OF o )f—>
8T ¢ s 2 v
] 40 ¥ 40 AR i 11
s0  sa A0
[T Lewx CE
€LOCK ¥
FROM

DELAY
LOCK
LoOP

SHORY
cooe

RELOAD

START
SIGNAL

Figure 45. Block diagram of the circuitry for
implementation of the detection
scheme of Table 7 with k=16.
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Table 8

PROM Logic for Figure 45

Input Qutput
Differential} Short Previous Long Next Data
Detector Code State* Code Previous Bit
Outputs Symbo1 Symbol State*
a 0 0 0 00

- et OO = et OO = et OO e et OO ek ed OO O
-_— D O e O O O A e O e O O O - —

—_ e e O O OO = et OO0 OO e - O OO

— d et wd d e e -0 O OO0 Q0O O OO0 0O 0O O OO OO

O O O O O O O O = = i &= — OO0 0 0O 0O 0 o0 O

-l

—_ e OO = OO O OO O =0 OO — -

O = —~ O O —~ = 0O ~ 0O 0 -~ -~ 0 0O -~ 0 0O —~ 0 O — 0o
—_ O O = OO O e YO = - OO - OO OO —

O ~ O = —= O = O O O — ~& = - 0 O 0O O 0 — ~ O O O
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* Previous state 0 0 is unknown previous state.
Previous state 1 0 is previous State A.
Previous state 0 1 is previous State B.
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E. Simulation of the Long Code
Acquisition Method

In this section the simulation of the long code acquisition method

is discussed and the results of this simulation are presented. The
simulation method is used for the analysis of the acquisition method
because the dependence of symbol errors in the differential detector
(Section B) and the complexity of the detection logic (Section D) make
a theoretical analysis extremely difficult. First to be described in
this section is the method by which the noise at the receiver is simu-
lated. Next the model of the acquisition method used in the simulation
is described. Finally, the results of a large number of computer runs
using this model are shown and discussed.

The performance measure of interest in this part is the average
lockup time as a function of Ep/No and the number of stages in the
shift register used to generate the long code. The effect of the
spreading ratio and correlation time is also considered. The perform-
ance of the acquisition procedure is determined by the average lockup
time for a large number of computer simulations of the acquisition pro-
cedure where the signal and noise input to the receiver is generated
at random. To simulate the generation of a signal with noise and the
detection method for this signal, the following steps are performed on
the computer.

Step 1 is the simulation of the transmitter. First, two code
symbol streams are generated by the computer. Each symbol is generated
at random with equally probable 1's and 0's. One symbol stream is
labelled the short code, and the other stream is labelled the long code,
i.e., it contains the bj's (as defined in Equation (373)).

Second, data bits are generated at random with equally probable
1's and 0's. These are added to every kth short code symbol to gener-
ate the ni'. (as defined in Equation (373)). Which one of the first
k short code symbols is to have the first data bit added to it is de-
termined at random with each of the k symbols equally probable.

Third, the bj and nj symbol streams are converted to differential
phase shifts by the modulation method shown in Table 6, simulating the
actual modulation method. The initial previous state is chosen at
random with States A and B equally probable.

Step 2 is the simulation of the noise added to the signal at the
differential detector. The parameter of interest in this model is the
angular error in the phase of the chip interval signal vectors due to
noise in the differential detector. As discussed in Section B, the
p:obab;lity density function for this phase error for a given Ep/Ng is
given by

146

oy
J




m

P(W(EA/NO)) = %; exp[— N—A]
o

E 3
] A 2] [Ea 1
+ 72T exp[— N: sin ﬂ "To— COS!‘J[Z + Q(W.EA/NO)] )
where
i f/éEA7N° cosv 2
Q4:E,/N,) = 7= Jo exp[-u“/2] du : (343)

This probability density function is plotted in Figure 46 for E,/N
between 1 and 4. The probability distribution function for this pgase
error is then given by

]
P/(E/MD) = [ pOV(E/N) ax (375)

This function is plotted in Figure 47 again for Ep/No between 1 and 4.

For the simulation it is desired to generate phase errors for
each signal vector at random, with the phase error having a probability
density function given by Equation (342). To do this, a subroutine is
used that generates a random number between 0 and 1 with a uniform dis-
tribution. With this number the value of y is determined for which the
probability distribution function as given in Equation (375) is equal
to the generated number. By this method the values of ¢ which are
generated will have the probability density function of Equation (342).

The only difficulty in the above procedure is that the generation
of the values of y for a given P(y/(Ep/Ny)) requires the inverse of
Equation (375) to be determined. To accomplish this Equation (378) is
first evaluated for several values of ¢ with a given value of Ep/No.
The inverse function of v versus P(y/(Ex/Ng)) is then approximated by a
low order polynomial using the least squares method. A three piece,
fourth order polynomial approximation determined using 24 points per

piece was found to provide a good approximation to the inverse function.

The polynomial coefficients are then easily used to compute y from the
value of P(y/(Ear/Ng)). This approximation process needs only to be
done once for a simulation with a given value of Ep/N,. Using the
above method a phase error is then determined for each signal vector.
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Figure 46. The probability density function of the
signal vector phase error for several
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Step 3 is the simulation of the differential detector. First,
from the phase error for each chip interval signal vector, the differ- Ve
ential phase shift error per chip interval is determined. Second,
this differential phase shift error is compared to the decision bound-
aries shown in Figure 37 to determine the error, if any, that would be
made by the differential detector. Third, this error is added to the
differential phase shift due to the signal. The symbols corresponding
to the differential phase shifts are now ready for processing by the )
detection scheme. It can be seen that by the above method the expected
values of the conditional symbol error rates in the differential de-
tector are the same as those given in Section B.

Ao 4 A .

Step 4 is the simulation of the detection scheme. First, from
the symbols corresponding to the differential phase shifts, the long ro
code-symbols and the "1" data bits are determined by the method shown
in Table 8. Second, errors in the detection process are detected as
described in Section D by determining if the "1" data bits oniy occur
at intervals of k symbols, where k is the spreading ratio. Third, if
an error is detected, the detection scheme is halted, and the number J
of symbols detected is recorded. It should be noted that if no errors )
: were detected in n long code symbols, where n is the number of stages
a in the feedback shift register, then in the actual acquisition proce-
dure a correlation would be made between the shift register output and
the received signal. To simulate this in the model, if no errors are
detected in n long code symbols, a correlation trial is recorded. Then L
! the n detected long code symbols are compared with the transmitted sym- F
bols. If no errors in the detected symbols are found, then a comple- :
tion of acquisition is recorded.

o s s e 00

' v

To determine the average lockup the above steps are repeated for
a very large number of code symbols. The number of symbols detected, L
Nsp, is determined along with the number of correlation trials, NCT, )
and the number of successful acquisitions, Ngp. The average lockup
time is then given by

~Ta

NeptNeare T

+N__.
2 SD CT 'corr . N '
% T = (in chip intervals) (376)

¢ acq NSA )

where Tcorr is the correlation time.

The results of the computer simulation are presented in Figure 48,
which shows the required Ey/No versus shift register length for a given
,' average long code lockup time. From Figure 48 it can be seen that for ’
E,/N, between 3 and 4 numeric, synchronization can be obtained in -
36,0 chip intervals or less for codes generated from 40 to 50 stage
shift registers. Thus, very long codes can be used if the minimum
' Ep/No is at least 5 to 6 dB. This restriction on E,/Ng values does not

decrease the range of the adaptive array, however, gecause other fact-
& ors also places the minimum E,/N, value in this range. One factor is
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Figure 48. Required E,/Ny versus shift register length
for given average lockup time, with a cor-
relation time of 10naA.

the required energy per data bit to noise density ratio, which must be
at least 13 (numeric) for a bit error probability with ideal differ-
ential detection on the order of 10-6 (see Section B). Since data is
present only on one of the two orthogonal biphase signals, with a
spreading ratio of 10, the required Ep/Ng is about 2.6. Since timing
Jitter, frequency offset, and other factors may degrade the differential
detector performance in an actual system, an even higher E,/No may be
required to get the same bit error probability. Thus, from Figure 48

it can be seen that using the acquisition procedure, the timing for very

long codes can be quickly acquired without any sacrifice in array per-
formance.
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In Figure 48 the spreading ratio was equal to 10. Computer simu-
lation has shown that these results do not vary significantly with
spreading ratio for the spreading ratio in the range from 5 to 20.
Thus, the results of Figure 48 can be used in most cases.

Also in Figure 48 the correlation time was equal to 10n chip
intervals. The effect on the acquisition time of the correlation time
is examined below. In Equation (376) it can be seen that the effect of
the correlation time is dependent on ratio of the number of symbols
detected to the number of correlation trials. For the range of para-
meters in Figure 48, the simulation has shown that this ratio has an
average of about 10n for all cases, but varies by as much as a factor
of 5 for individual cases. The effect of varying the correlation time
is illustrated in Figures 49 through 51. For these figures, with the
correlation time given by

T Mna s (361)

corr

M is varied from 5 to 40. It can be seen that for E,/No between 3 and
4, and n about 40, increasing M from 5 to 40 increases the average
lockup time only a small amount.

The results of this section can be compared to the results of
Section C for the approximate model. In comparing Figure 43 to the
figures in this part, it can be seen that the simulation shows that the
lockup time is, in general, several times faster than that predicted
with the approximate model. However, the results of Section C can
still be used to obtain a rough idea of the acquisition performance.

In this simulation study the probability of acquisition in a
given time was not considered. Such an analysis would require many
times more simulation runs and, thus, be very time consuming. There-
fore, the results of Section C will be used to approximate the proba-
bility of acquisition in a given time (see Chapter XI).
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CHAPTER IX
THE LONG CODE

A. Introduction

In this chapter the long code in the four-phase communication
system is examined. The properties which the long code must have
to make the system more secure against effective smart jamming
while allowing for rapid timing acquisition using the method
described in Chapter VIII are considered here. As will be shown,
the security of the system is dependent on the length of the
long code and the method by which the code is aenerated. Also,
to assure rapid acquisition the code must have certain correlation
properties. First to be analyzed is the necessary length of the
code. Next, a problem associated with the security of linearly
generated codes is examined. The advantage of nonlinear codes is
then considered. Finally, the correlation properties of codes are
discussed.

B. Code Length

One advantage of using a long code to generate the reference sig-
nal in an adaptive array is that, if the code period is long enough, a
repeat jammer, even with a variable transmission delay, may not be
effective. The reason for this is as follows. First, if the repeat
jammer remodulates and retransmits the four phase desired signal, then
the code and the signal will be changed in such a way that the adaptive
array will treat the repeat jammer's signal as interference (see Chap-
ter X). Therefore, consider the case where the jammer retransmits the
desired signal, unchanged, at a later time. First assume the time de-
lay between the desired and repeated signal is greater than one chip
interval (a reasonable assumption, see Chapter X). If the delay is
less than the long code acquisition time and the receiver considers the
repeated signal as the desired signal, then this received signal can be
effectively used by the system. If the delay is greater than the long
code acquisition time, then the array will treat the repeated signal as
interfarence so long as the delay is different from a multiple of the
long code period. Thus, the code must be sufficiently long so that a
repeat jammer could never retransmit a signal with the same code timing
as the desired signal.
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) Such a code could have a period of one year, and the code could 1
'( be changed once a year so that it never repeats. For example, on a
; one megabit per second communication 1ink, the code length would need
to be about 3 x 1013, Thus, if a maximal length feedback shift regis-
ter were used to_generate the code, it would have to be 45 stages long
E (245-1 = 3 x 1013). Much shorter codes could actually be used because
; the probability of a repeat jammer determining that a very long code '
b! is repeating is small. Thus, the required communication security may
even be achieved with a billion symbol code (generated by a thirty
stage shift register).

C. Code Structure

Next consider the topic of code structure or how the code is
generated. If the code is long enough so that the repeat jammer is
ineffective, then to be effective, the smart jammer must be able to
generate a signal with the same long code as the desired signal and
with the same timing at the receiver. It can then use this signal to
jam the system. This, however, requires the smart jammer to be able
to accomplish a great deal. First, it must be able to separate the
long code symbols and the short code with data symbols in the desired
signal. This may be possible because the two signals containing these
symbols are orthogonal. Second, the jammer must know that a long and
a short code are involved in the system and that a knowledge of the
long code and its timing will aid in effective jamming. Third, the
jammer must be able to determine which is the long code. But most
important, the jammer must be able to determine the long code and its
timing.

If the code is very long, the ability of the jammer to determine »
the code and its timing depends on the code structure. That is, the
jammer must be able to determine the code and its timing from a short
sequence of code bits. Although for a very long code this may seem
to be very difficult, this is exactly what the adaptive array receiver
is doing to acquire the long code timing (see Chapter VIII). The ad-
¢ vantage the receiver has over the smart jammer in determining the pro- »
d perly timed code is a knowledge of the number of stages in the shift
i register and the feedback connections. The smart jammer, on the other
- hand, may be in a position to detect the code symbols with a very low
bit error rate, while the receiver may have to operate with a much
higher bit error rate (such as in satellite communication systems).
Thus, the code must be generated in such a way that without any know- »
' ledge of the feedback shift register the jammer cannot determine the S
- code and its timing, even with the correct code symbols. However, the ]
code must also be generated in such a way that the receiver can acquire '
4 the code timing in the required time. 1

With respect to the above criteria, consider codes generated from »
' linear feedback shift registers. At the receiver the time to acquire A
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long code timing is based in part upon the number of shift register T
stages (see Chapter VIII). Thus, the number of stages will be limited —
to some maximum value. The receiver is only required to determine cor- .
rectly a sequence of bits equal in number to the shift register length
to obtain code timing. The jammer, on the other hand, must determine
the code and its timing without a knowledge of the shift register
length or feedback connections. One method the jammer can use is to ,
check each one of several shift register lengths to see if linear feed- Fool
back connections exist which generate the code. The method to do this .
is described below as taken from [26].

The equation for a linear feedback shift register of length n
may be given by
s(i+1) = A s(i) (377)

where s{i) is an n dimension column vector containing the bits in the L
shift register at time i, and A is an n x n matrix for the shift ;oo
register. If,

x(1) = [s(1) s(2) .-+ s()] (378) -
and ' f; f
x(2) = [s(2) 5(3) -+ s(n41)] (379) ‘f :
then if'
A=x(2) [x(] modulo 2 , (380)

if X(1)-1 exists.

It is noted in [26] that x(1) is nonsingular for any maximal length

shift register sequence. For a linear feedback shift register with

feedback connections only to the first stage (as required for long

code acquisition, see Chapter VIII), the location of 1's in the first R
row of A gives the location of the feedback connections. This is

illustrated in Figure 52. Thus, only 2n code symbols need to be used

in determining the code.

The jammer would, therefore, determine an A matrix for values of
n starting at a small number and increasing until an A matrix was
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Figure 52. A five stage linear feedback shift register
and its corresponding A matrix.

found which led to a code which matched the Tong code. Because the
value of n used in the system is limited (from Chapter VIII, a value
of n greater than 50 would be impractical in most systems), the number
of trials the jammer would have to make is not excessive. The f{ime
consuming part of the process is computing, for each n, [x(1)]1-! in
Equation (380), for which at most on the order of n3 computer opera-
tions are required. The total number of operations required in the
jammer's search for the type of linear feedback shift register used
by the system for various values of n is shown in Table 9. Note that
even with a microprocessor with an instruction time of 1 usec, the
jammer could determine the length of the long code's 1inear feedback
shift register and its feedback connections in a short amount of time.
The jammer is then only required to detect n code symbols to generate
a code with the proper timing to defeat the system.

The use of nonlinear logic in the feedback shift register can
drastirally decrease the probability of the determination of the code
by the smart jammer. With no:linear feedback logic (that is, logic
that uses other than just exclusive-or operations) the procedure
described before cannot be used to determine the taps from just 2n
code symbols. However, the output of a feedback shift register with
nonlinear logic can always be generated from a shift register with
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Table 9

Number of Computer Operations Required for a Smart Jammer to
Determine the Length and Linear Feedback Connections
of the Shift Register Used to Generate the
Long Code for Various Values of
Shift Register Length

Shift register length Number of computer oper-
used in generating long ations required in search
code for determining correct
A matrix
5 225
10 3025
15 14,400
20 44,100
25 105,625
3n 216,225
35 396,900
40 672,400
45 1,071,225
50 1,625,625
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linear feedback. Up to a 2"-1 length 1inear feedback shift register
may be required, though. The Berlekamp-Massey algorithm [27,28] can be
used to find the minimum length linear feedback shift register which
generates a given nonlinearly generated code. Thus, although the
method discussed before for determining the code length and feedback
taps for linearly generated codes could be used by the jammer, the
proper use of nonlinear logic can make this process far too time con-
suming. Hence, a very secure code can be generated with a shift regis-
ter with a small number of stages (usually less than 50). The number
of computer operations required for the jammer to determine a code
which, although generated by nonlinear feedback logic in an n stage
shift register, requires an m stage shift register with linear feedback
to gé?erage it, is given by (using the same analysis as in Table 9,

with [18

2, \2
1'51 (+3) = "'—‘4&1-)-— : (381)

For example, if m is equal to 20,000 a bank of 1000 micropro-
cessors with an instruction time of 1 usec would take about 1 year to
determine the code. Such a value of m could theoretically be achieved
using nonlinear logic with shift registers of a length of only 16 or
greater. Thus, the possibility exists for generating very secure codes
with a small number of shift register stages.

For the long code acquisition method to work, the nonlinear code
must be generated with a shift register whose only feedback is to the
first stage. Nonlinear codes of this type are described in [29]. An
example of this type of code is given below. The nonlinear code con-
sidered is given by

RN CLIPLCLNPILOJCHRO L)
O s gOay )P (a O2y ) (382}

where a, is the kth code symbol.()represents an exclusive-or operation
and © rbpresents the and operation. The 31 stage shift register and
the nonlinear feedback logic to generate this code are shown in Figure
53. From [29, p. 159], it is seen that this code has length 2,146,
670,359 (when the shift register is initially loaded with 1's). This
is very close to the maximum lengtg code that can be generated from a
31 stage shift register which is 2 T-1o0r 2,147,483,647. Thus, very
long nonlinear codes can be easily generated from short length shift
registers. However, although many different nonlinear codes are des-
cribed in [29], it may require considerable effort to find other non-
linear codes which are both very long and generated from a short length
shift register.
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Figure 53. The feedback shift register needed to
generate the nonlinear code given by
Equation (382).

D. Code Properties

The next topic to be considered is the properties that the long
code must have to assure rapid acquisition of the code timing using the
method described in Chapter VIII. Since very long codes are used in
the system, the correlation in the acquisition procedure can only be
made over a short segment or subsequence of the code. Thus, there may
be a high degree of correlation between the received signal and the
code generated at the receiver when the code timing is in error. This
will increase the probability of acquiring the wrong code timing and,
therefore, increase the acquisition time. The long code must, there-
fore, be designed to have as small as a subsequence cross-correlation
as possible.,

Designing feedback shift registers which generate codes with low
subsequence cross-correlation is extremely difficult. In general, num-
erous codes would be examined and the code with the lowest subsequence
b cross -correlation chosen for use in the system. In [6], [30], [31],

g and [32] this problem is examined and codes are found by trial and error
‘ which have low subsequence cross-correlation. To analyze the subsequence
. cross=correlation for a given code (that is, to determine its probability
: density function) it 1s necessary to find the cross-correlation for

all possible cases. However, for linear codes, as shown in [32], it

is only necessary to determine the probability density function of

the number of 1's for the consecutive M, code symbols to determine the
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subsequence cross-correlation probability density function. Here, M,

is the correlation time in code symbols. This probability density func-
tion can be used to choose the correlation time so that with a given
correlation threshold value the probability of acquiring the wrong code
timing and the probability of missing the correct code timing is
acceptable. This problem is further considered in [32]. It should be
noted that the probability density function of the subsequence cross-
correlation is different for each value of correlation time which com-
plicates the choosing of a correlation time. Also for nonlinear codes
such an analysis is quite involved.

The long code used in the system should, therefore, have a very
long period, have good subsequence correlation properties, and be
generated with nonlinear feedback logic with a short length shift reg-
ister which requires a very long length shift register with 1inear feed-
back logic to generate the same code. It is very difficult, though, to
design the shift register with feedback logic to generate such a code.
References [6] and EZG] through [32] give some insight into how codes
may be analyzed for the desired properties, but no insight is given
to how to easily find the codes with these properties. Thus, unfor-
tunately, a very long and exhaustive study of numerous codes would be
necessary to find even a few codes with good properties. This has not
been dogedin this paper, but such a study could be made later if it
was needed.

If only codes generated with 1inear feedback logic are considered,
very long codes with good subsequence correlatior properties can be
found without too much difficulty (see reference [27]?? These codes
still provide some protection against smart jammers and they (in
particular, pseudonoise codes) are considered in the experimental
setup in Chapter XI.
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CHAPTER X
JAMMER EFFECTS

A. Introduction

In this chapter the effect that various types of jamming would
have on the four-phase communication system with an adaptive array is
considered. The discussion expands upon that presented in Chapter V.
Smart jamming techniques are emphasized. Two different times are con-
sidered when jamming may occur. These are the time during the acquisi-
tion of the signal by the adaptive array and the time after acquisition.
The types of jammers to be considered are conventional jammers (i.e.,
tone and nofse jammers), repeat jammers with and without remodulation,
and jammers using only the short code. The effect of these jammers {s
described below.

B. Conventional Jammers and Repeat Jammers
Without Remodulation

The first type of jamaming to be considered is conventional jam-
ming. As shown in Chapter IV, the performance of the adaptive array
during and after acquisition is not significantly different for the
four-phase system as compared to the biphase system (not considering
smart jammers). The only difference for the four-phase system is a
three decibel reduction in the weight values and a constant error signal
in the feedback circuitry. This, however, will have a negligible effect
on the array performance with conventional jamming. Thus, it can be
seen that the four-phase system will have the same capability to defeat
conventional jamming as the biphase system.

The next jammer type to be considered is the repeat jammer with-
out remodulation. During acquisition the adaptive array is as likely
to acquire a repeat jammer signal as to acquire the desired signal.
However, since the repeated signal is not remodulated, the adaptive
array can use the repeated signal in place of the desired signal.

After acquisition of the desired signal, with the long code being
used to generate reference signal, a repeat jammer will be treated as
conventional interference unless the long code timing of the repeated
signal is the same as that of the desired sianals. That is, to be
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effective,the repeated signal must be delayed by a multiple of the long
code period. As discussed in Chapter IX, such a delay would be extreme!
difficult to achieve or even impossible if the long code never repeats.
Thus, a repeat jammer without remodulation will not effect the system.

c. Repeat Jammers With Remodulation

A repeat jammer with remodulation will now be considered. Since
the system uses four-phase differential phase shift keying, the type of
remodulation to be studied is that which adds additional phase shifts
to the -ignal. The intent of the jammer is then to change the data
while allowing the repeated signal to still be acquired and tracked
by the adaptive array.

In a biphase communication system remodulation of the signal by
adding 180° phase shifts at a rate equal to or less than the desired
signal data rate results in a signal which can still be acquired by
the adaptive array, although the data is changed. Thus, effective
jamming can be achieved in biphase systems with this method. However,
if the remodulation rate is much greater than the desired signal data
rate, then the repeated signal would be greatly attenuated by the band-
pass filters in the delay lock loop and the reference loop. Therefore,
the repeated signal would not be acquired by the adaptive array for
high remodulation rates. Thus, the jammer must be able to approximate-
1y determine the data rate. For the biphase system, since the short
code repeats frequently, it is easy for the jammer to examine the
signal and determine the rate at which the code bits are changed; i.e.,
to determing the data rate.

For the four-phase communication system the remodulation by the
jammer could consist of the addition of 180, 90, or -90 4degree phase
shifts to the desired signal. With such a scheme, the remodulation
will appear on the short code as additional data bits. Since the short
code on the four-phase signal is acquired in the same manner as the
code on the biphase signal, the short ccde timing on a repeated signal
may also be acquired by the adaptive array if the remodulation rate is
equal to or less than the data rate of the desired signal. However,
for the four-phase signal it is much more difficult for the jammer to
determine the data rate because the desired signal contains two codes.
Thus, a jammer may only be able to guess at the data rate with the
chance of choosing the rate too high.

It should be noted that the repeated signal and the desired sig-
anl are equally likely to have their short codes acquired by the adap-
tive array. Whichever signal does not have its short code timing ac-
quired is then nulled by the adaptive array. If the remodulated
repeated signal short code timing is acquired, then erroneous data wil
be received. Thus, the desired signal would be effectively janmed in
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a biphase system. However, in the four-phase system the long code
timing must still be acquired, and this is unlikely to occur for the
repeated signal with remodulation as explained below.

If the long code has been changed or is not present on the
received signal, long code timing may not be acquired in a short time.
To be discussed now is what happens if the long code timing is not
obtained in a given time (chosen by the system designer). That time
is the time for which the long code timing would be acquired with a
given probability if the unchanged lona code was present on the received
signal (see Section VIII-C). This probability would nonmal]y be
high, say 99.9%. Therefore, if the long code timing is not obtained
in this time it would be assumed at the receiver that the received
signal does not contain the unchanged long code and, therefore, is not
the desired signal.

As discussed in Chapter V, the adaptive array will then begin to
null the signal for which long code synchronization was not achieved and
try to acquire another signal containing the short code. To accom-
plish this, the slew voltage is turned on in the delay lock loop (which
is tracking the short code timing) and the short code timing is, there-
fore, changed from that of the previously acquired signal. The slew
voltage is held on long enough to change the short code timing at
least two code symbols, and then the short code timing acquisition pro-
cedure is started. This ensures that the delay lock loop will not
lockup on the short code of the same signal until it has examined all
other possible short code timings (i.e., has tried to find all other
signals containing the short code). Thus, the adaptive array will con-
tinuously search for a signal with the short code plus an unchanged
long code, which is, presumably, the desired signal.

Several methods of remodulation will now be discussed to deter-
mine if it is possible to change the data without changing the long
code. First to be considered is biphase modulation. As can be seen
from Table 6, if an additional 180° phase shift is added to the signal
both the long code symbol, by, and the short code plus data symbol,
are changed. Since the long code symbols are changed it is unliker
that the long code shift register will be loaded properly and long code
synchronization obtained in the required time. Therefore, as discussed
before, the adaptive array would null the repeated signal with biphase
remodulation and search for the desired signal.

Another type of remodulation to be considered involves the use of
plus or minus 90° phase shifts. As can be seen in Table 6, if a "1"
bit changes the short code plus data symbol, Tye AN additional plus or
minus 90° phase shift occurs. Therefore, the only way to change the
data but not the long code is to add plus or minus 90° phase shifts to
the signal. However, both the long code symbol and the previous phase
or state determine whether a "1" data bit will cause a plus or minus
90° phase shift. Thus, unless the jammer is very sophisticated and
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understands the type of system being used, it must guess at whether a
plus or minus 90° phase shift should be added. If the wrong phase
shift is used, though, as can be seen in Table 6, the long code symbol
will be changed. That is, a plus or minus 90° additional phase shift
is as likely to change only the data as it is to change the long code
symbol. ‘ Thus, even with plus or minus 90° remodulation, it is unlikely
that the long code shift register will be loaded properly and long code
synchronization obtained in the required time., Therefore, as discussed
before, the adaptive array will null the repeated signal with plus or
minus 90° remodulation and search for the desired signal,

As discussed in considering the repeat jammer with remodulation,
it is unlikely that long code synchronization could be obtained in the
required time. It is possible for synchronization to occur, however,
if the remodulation does not occur during the interval in which the
long code symbols are being detected. It should be noted that the
jammer has no way of determining when the long code symbols are being
detected and, thus, would only be lucky if there were no remodulation
during this period.

Although it is unlikely for the long code synchronization to be
obtained for the remodulated signal, what would happen if synchroni-
zation did occur will now be examined. Once synchronization is
obtained, the long code is used to generate the reference signal, as dis-
cussed in Chapter V. Since data (or changed long code symbols) are not
present on the long code for the desired signal, the bandwidth of the
filter in the reference loop is on the order of the frequency uncer-
tainty of the received signal. Therefore, the filter bandwidth is much
less than the data bandwidth. If the jammer remodulates the desired
signal, then the bandwidth of this signal after mixing with the long
code will be wider than the bandwidth of the filter. Thus, the signal
will become distorted by the reference loop filter. The generated
reference signal wil?, therefore, become uncorrelated with the received
signal, resulting in the nulling of this signal by the adaptive array.
Long code timing will then be Tost by the delay lock loop. As stated
in Chapter V, when the long code is no longer synchronized at the
receiver, the entire signal acquisition procedure is started again.
Therefore, even in the unlikely event that the long code synchroniza-
tion is obtained for a repeated signal with remodulation, the adaptive
array would not be able to maintain synchronization and would search
for the desired signal.

After acquisition of the desired signal by the adaptive array,
the repeat jammer with remodulation, 1ike the repeat jammer without
remodulation discussed before, will have no effect on the system.
Therefore, repeat jammers with remodulation may increase the acquisi-
t:on %1me. but they cannot prevent the acquisition of the four-phase
signal.
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Another type of jammer is one that uses only the short code on a |
biphase signal. It should be noted that it may be difficult for a P
jammer to determine the short code since the modulation scheme of the L
desired signal uses both the short code and the long code. If the ]
short code was determined, however, a jammer could generate a biphase Do
signal with this code to jam this system. This jamming signal would .
then be as likely to be acquired by the adaptive array as the desired .
signal. As before, though, since the long code would not be present on y
this signal, a short period after the acquisition of this signal, the y
adaptive array would null this signal and begin searching for the de-
sired signal. Thus, this type of jamming would not be effective.

After acquisition of the desired signal, since the adaptive array .
uses the long code to generate the reference signal, a jamming signal ro
containing only the short code will be treated the same as conventional 4
jamming. Thus, a jammer using the short code on a biphase signal would
not be effective after acquisition.

In conclusion, conventional jamming will have the same effect
on the four-phase system as it had on the biphase system, i.e., it will .
be sufficiently reduced in most cases. Most important, though, is the f
fact that repeat jamming with remodulation cannot jam the four-phase ‘
system 1ike it could in the biphase system. It may in some instances
increase the acquisition time, however.
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CHAPTER XI
AN EXPERIMENTAL SYSTEM

A. Introduction

In this chapter an experimental system is described and experi-
mental results are discussed to verify the feasibility of the four-
phase communication system with an adaptive array. In Section B de-
sign parameters for the system are determined using the results from
Chapters VI through IX. In Section C block diagrams and circuit
schematics are developed for the system. Finally, in Section D exper-
imental results are shown and discussed.

B. Design Parameters

In this section the design parameters are determined for an
experimental four-phase communication system with an adaptive array.
The system developed uses an adaptive array that was previously built
for use in a biphase communication system f33]. Thus, some of the °
design parameters have already been set for the four-phase system, and
these parameters are discussed first in this part. Next, several per-
formance requirements, such as the maximum signal acquisition time,
are chosen arbitrarily for the system. These parameters are the per-
formance specifications that would typically be determined by the sys-
tem application. The remaining design parameters are then determined
from the above parameters using the results of Chapters VI through IX.

Finally, the design parameters determined in this section are shown
in Table 10.

The experimental system developed uses an adaptive array which
was built previously for use in a biphase communication system. This
adaptive array is described in [33]. A delay lock loop, long code
acquisition circuitry, and control logic were added to this adaptive
array to modify it for use in the four-phase system. However, the
filters used in this array were not changed. Because these filters
were designed for use with certain code and data rates, these rates
were kept the same for the four-phase system. The code rate was,
therefore, 175.2 x 103 code symbols per_second. With a spreading ratio
of 16, the data rate is then 10.95 x 103 data symbols per second.
These values have been found to be satisfactory for the four-phase
system.
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The analysis of Chapters VI through IX shows that there are P
numerous tradeoffs involved among the design parameters. This greatly
complicates the design problem for an arbitrary system. In a typical
design problem, however, many of these design parameters would be set
by the performance requirements of the system, allowing for the
straightforward calculation of the remaining parameters. Therefore,

for this experimental system, several performance requirements were ¥
set arbitrarily or for convenience to illustrate a typical design
analysis.

One such performance requirement is the maximum total lockup time
for the signal at the adaptive array. This is the maximum Tength of
time required for the entire four-phase signal acquisition procedure oo
with a given probability of acquisition (usually high) assuming no 1
smart jamming. (The possible effect of smart jamming on the acquisi- 8
tion time is discussed in Chapter X.) In general, this time is desired ]
to be less than one second so that the communication delay due to the
acquisition procedure is not noticeable in many applications. There-
fore, the maximum total lockup time was chosen to be 0.55 seconds, which y
was found to be a convenient value. The maximum short code lockup time
was then chosen to be 0.4 seconds of the total lockup time with the
probability of short code timing acquisition in this time chosen arbi-
trarily to be 98%. The maximum long code lockup time is, therefore,

0.15 seconds. The probability of long code timing acquisition in this
time was set arbitrarily to 99%. )

Another parameter which was chosen for convenience is the long
code correlation time, which is discussed in Chapter IX. As discussed
in this chapter, this parameter would usually be determined after an
analysis of the subsequence crosscorrelation of a given code. However,
such an analysis is complicated and is not related to the feasibility of )
the four-phase system. Therefore, this analysis was not performed. )
In [32], the correlation time considered is approximately twenty times
the long code shift register length, n, in code symbol intervals. With
this correlation time it was found in [32] that the code had reasonable
subsequence correlation properties. Thus, the correlation time for
| the experimental system was chosen to be 20na. v

A parameter related to the correlation time is the threshold for
the correlation circuitry in the long code acquisition procedure (see
| Chapter IX). In a typical design problem, this value would also be
i determined from an analysis of the subsequence crosscorrelation of the
< long code and the required probability of obtaining the wrong long code )
i timing or missirg the correct timing during acquisition. Again, such
an analysis is complicated and is not related to the feasibility of
the four-phase system. Therefore, the correlation threshold value
calculated in [32, p. 41], has been used in this system, 0.66/Ps.
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The final parameter which was chosen rather arbitrarily is the
required energy per chip interval to single sided noise density ratio,
Ea/No. This parameter is the Towest value of Ep/Ng for which the
adaptive array will acquire the four-phase signal within the required
maximum total lockup time. This parameter would normally be determined
by the noise environment in which the system is to operate. For the
experimental system, an E,/N, value of 4 (6 dB) was found to be neces-
sary for acquisition of very long codes in the required time with the
given code rate. Since the code rate in this system is much less than
that for many communication systems, a lower required E,/Ny may be
possible in many applications. It should be noted from the analyses
of previous sections that when the system is operating with an Ep/N,
greater than that required, the probability of acquiring the short and
long code timing in the given maximum times will be higher than that
specified.

From the above parameters the remaining parameters will now be
determined using the results of Chapters VI through IX. In the analy-
sis to follow all numbers (except for the code and data rate and timing
jitter) have been rounded to three significant figures.

The first parameter to be considered is the average long code

acquisition time. For a 99% probability of acquisition the ratio of

%he Taximum to average long code lockup time is given from Equation
372).

The average lockup time is, therefore, given by

Tacq = 175.2 x 103 code symbols per second x 0.15 second
4.6

57108 . (384)

The 1ong code shift register length will now be determined. From
Figure 50, it can be seen that for a required E,/Ny equal to 4 with the
above average lockup time, about a 40 stage shi%t register can be used
to generate the long code., However, for the calculations for Figure 50
it was assumed that there was no timing jitter at the receiver. With
timing jitter the probability of error in the differential detector
during the long cade acquisition procedure will increase and, there-
fore, so will the average long code acquisition time. Thus, the long
code shift register should be less than 40 stages in length to compen-
sate for timing jitter. The long code was, therefore, chosen to be
generated from a 34 stage shift register. From [34, p. 492], the
feedback taps to generate a pseudonoise code were chosen to be at stages
1, 2, 27, and 34. The length of the long code is then given by

7
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234 _ 1 =1.72 x 10'0 code symbols , (385)

and the code period is given by

, . 1.72 x 1010 code symbols
Long' code period = 175.2 x 103 code symbols/second

9.96 x 10% sec (27.7 hours) (386)

The timing jitter that is acceptable during the long code acquisi
tion procedure will now be considered. From Figure 50 it can be seen
that for a long code shift register with 34 stages, the average acqui-
sition time is 27002, or about half the average acquisition time for
a long code shift register length of 40. Therefore, the acceptable
timing jitter is that which causes the average lockup time to double.
From Section C of Chapter VIII, for an approximate model of the acqui-
sition procedure, the average long code lockup time is given by Equation
(364),

Mn &
(387)

Tacq = 1

(1 - 5 exp(-Ea/2Ng))"

This equat1on uses the approx1mat1on for the symbol error prob-
ability, Pg, given by Equation (358),

Pg = 5 exp(-En/2Np) . (388)

The exact expression for the symbol error probability is plotted
in Figure 42 for various values of timing jitter. With no timing jit-
ter and Ep/No equal to 4, Pgp is seen from Figure 42 (as calculated from
Equation (357) to be 0.0716. Thus, for the experimental system, the
average long code acquisition time,as determined from an approximate
model of the long code acquisition procedure, is given by

20 x 34 A
Taen = = 85008 . (389)
39 (1 - 0.0m6)3#

Although this is about three times the actual average long code lockup
time, the approximate model can still be used to determine the accep-
table timing jitter. As stated before, the acceptable timing jitter
is that which causes the acquisition time to double. Thus, for the
agproximate model, the average acquisition time with timing jitter is
given by
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20 x 34 &

Taeq = 170008 =
acq a - pe)

(390)

where P is the symbol error probability with timing jitter. The value
of Pg is then given by

1/34
- 20 x 34 =
PE=1- (}T7555_ = 0.0903 . (391)

As seen in Figure 42 (as calculated from Equation (357)), this is the
value of Pp for a timing jitter of approximately 0.064, with Ea/Ng
equal to 4. Because the above analysis is not exact, a timing jitter
of 0.04A was chosen for the system design to help insure acquisition
in the specified time.

The optimum loop filter frequency constant, p,, can now be calcu-
lated. The first parameter that must be considered to determine p, is
the S/N|1f, which is computed as follows. With Ea/N, equal to 4, ghe
energy per code symbol-to-noise density ratio is equal to 2. Thus, if
the bandwidth of the filters through which the received signal is first
passed is approximately equal to the code rate, the received signal
power in one channel-to-noise ratio, S/N|gp, is given by

S/Nlgr = % * EafNo = 2 . | (392)

Thus, from Equation (300), with a spreading ratio of 16, S/N|yf is
given by

S/N I = —% - ]‘f T=16 (12.0 d8) . (393)
S/NRF 2 277

As seen in Figure 32 (as calculated from Equation (323)), with

S/N|1f as given above and a timing jitter of 0.04A, the optimum pqo/Byf
is equal to 0.0916.

In general the bandwidth of the filters in each channel of the
delay lock loop, Byp, will be on the order of the data bandwidth. Thus,
for the experimentaq system, Brp should be about 10.95 kHz. However,
since 15 kHz bandwidth filters were readily available, they were used

in the delay lock loop. Therefore, the loop filter frequency constant
is given by

po = 0.0916Byp = 0.0916 x 15 kHz = 1.37 kHz . (394)
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The next parameter to be considered is the short code length.
With the maximum short code acquisition time equal to 0.4 seconds and
a code rate of 175.2 x 103 code symbols per second, the maximum length
of the short code is given by Equation (148),

N £ /Tacq - code rate = v .4 x 175.2 x 103 = 265 . (395)

Thus, for a pseudonoise code generated from a linear feedback register,
the maximum short code length is given by

N' =28 .1 =255 |, (396)

Thus, an eight stage shift register will be used to generate the short
code. From [34, p. 476], the feedback tops were chosen to be at stages
], 6’ 7, and 8.

For a length 255 short code, the maximum acquisition time is
given by

(N)E  2ss?

Tacq * Code rate " 75 g . 103 0.371 seconds (397)

Therefore, the final transient time (as discussed in Chapter VI) must
be Tess than 0.029 seconds for the maximum total short code acquisition
time to be less than 0.4 seconds. From Figure 24, the final transient
time is seen to vary from 8/pg to 2/pq or, for p, equal to 1.37 kHz,
from 0.00582 seconds to 0.00146 seconds. Thus, as required, the maxi-
mum total short code acquisition time is less than 0.4 seconds.

The sweep rate will now be determined. From Equation (151), the
sweep rate for the experimental system is given by

code rate _ 175.2 x 103 code symbols per second
N' 255 code symbols

fg =

687 Hz . | (398)

The optimum bandwidth of the sum channel filter is then given by
Equaticn (227),

Bnlopt = 0.53 fg = 0.53 x 687 Hz = 364 Hz . (399)

The probability of acquiring the wrong code timing during the
short code acquisition procedure and the acquisition threshold for the
delay lock Toop will now be considered. For the experimental system
N'/k is given by
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%l =25 _ 159 . (400)

—
(<))

During acquisition the S/N|{f is given by (see Equation (291))

S/NIIF = -‘Tk—;—; . (401)
S/NTRr

However, because the delay lock loop is coupled to the adaptive array,
the S/N|gp will change during acquisition. Initially during acquisi-
tion, the array rejects the desired signal and, therefore, the S/N|gp
will  be very small. When the code timing offset becomes less than ﬁalf
a2 chip, the array pulls the desired signal out of the noise and in-
creases S/N|gr. For the experimental system with a minimum Ex/No equal
to 4i S/NIgr will increase to 2 when acquisition occurs. With S/N|pp
equal to 2,

16

S/N|f = = 6.4 (8.1dB) . (402)

From Equation (214), Chapter VI, (and as seen in Figure 28) with S/N||f
equal 6.4, the probability of false alarm during acquisition, P¢,, can
be calculated. For a probability of miss equal to 0.02, Ps¢, is equal
to .0573 with the acquisition threshold equal to .718 «ﬁg: It should
be noted that with this value of Pgy, the maximum short code acquisition
time will be increased by only about 5.73% (as compared to the case
where Pg; is equal to 0). Therefore, the maximum short code acquisi-
tion time will remain below 0.4 seconds. The calculation of Pgy from
Equation (214), Chapter VI, does not consider that an array is coupled
to the delay lock Toop. Because of the array, in the experimental
system, P¢, will be less than 0.0573. Therefore, the maximum short
code acqufsition time will remain below 0.4 seconds.

Finally, the average total lockup time for the system will now
be determined. For the short code acquisition, the average acquisi-
tion time is just half the maximur time or 0.2 seconds. For the long
code, as given in Equation (383), the average acquisition time is
1/4.6 times the maximum time of 0.15 seconds. Therefore, the average
total lockup time is 0.233 seconds.

The parameters determined in this section are listed in Table 10.

These parameters are used in Section C in the design of the experimental
system.
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Table 10

Design Parameters for an Experimental
Four-Phase System

Parameter Value

Code rate 175.2 x 103 code symbols/second
Spreading ratio 16
Data rate 10.95 x 103 data symbols/second
Maximum total lockup time 0.55 seconds
Maximaum short code lockup

time 0.4 seconds
Maximum Tong code lockup

time : 0.15 seconds

Probability of acquiring
short code in maximum
time 98%

Probability of acquiring
long code in maximum

time 99%
Long code correlation time 20na (6804)
Long code correlation
threshold 0.66/Pg
Minimum Ep/N, 4 (6 dB)
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Table 10 (Continued)

Average long code lockup
time

Long code:
(a) Length

(b) Shift register
length

(c) Shift register
feedback taps

(d) Period

Timing jitter during track-
ing of the short code

S/N|1f during acquisition
S/N| 1f during tracking

Loop filter frequency con-
stant

Short code:
(a) Length

(b) Shift register
length

(c) Shift register
feedback taps

(d) Period
Delay lock loop sweep rate

Sum channel filter band-
width

Probability of acquiring
wrong short code timing
in the delay lock loop

Acquisition threshold for
sum channel in the delay
Tock loop

Average total lockup time

57104 (0.0326 seconds)

1.72 x 1010 code symbols
34 stages

stages 1, 2, 27, 34
27.7 hours

0.04A
6.4 (8.1 dB)

16.0 (12.0 dB)

1.37 kHz

255 code symbols
8 stages

stages 1, 6, 7, 8
1.46 milliseconds
687 Hz

364 Hz
5.73%

0.718/5§
0.233 seconds
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C. Circuit Design

F

In this section the circuitry for the four-phase system is des-
cribed. A block diagram of the four-phase system to be described is
shown in Figure 54. As seen in this figure the four-phase system con-
sists of a transmitter and a receiver. The receiver has been divided
into five subsystems, the adaptive array, the reference loop, the delay
lock loop, the long code acquisition circuitry, and the control logic.
In this section a block diagram and circuit schematic are developed
for the transmitter and each receiver subsystem. The design parameters
of Section B are used in the design of the system.

The first subsystem to be described is the transmitter. As given
in Table 10, the transmitter design parameters include a code rate of
175.2 x 103 code symbols per second, a spreading ratio of 16, and a
data rate of 10.95 x 103 data symbols per second. Also, as seen in
Table 10, the short code is generated from an eight stage linear feed-
back shift register with feedback taps at stages 1, 6, 7, and 8, and
the long code is generated from a 34 stage linear feedback shift reg- ]
ister with feedback taps at stages 1, 2, 27, and 34. '

A block diagram of the transmitter is shown in Figure 55. As seen
in this figure a long code and a short code mixed with pseudorandom data
symbols generated at a rate corresponding to the spreading ratic are
generated first. Using two delay flip-flops these symbols are then
converted to the symbols corresponding to the phase of the. four-phase
differential phase shift keyed signal. These symbols are then used to
control the output phase of a quadriphase modulator. The output of
this quadriphase modulator is then the four-phase signal given by Equa-
tion (142), with a carrier frequency of 70 MHz. A very stable external
70 MHz frequency source was used for the carrier frequency input to the
transmitter.

A circuit schematic corresponding to the block diagram of the
transmitter is shown in Figure 56. Several switches have been added
to this circuit for use in the testing of the system as described in
Section D.

The next subsystem to be considered is the channel simulator.
The purpose of the simulator is to generate the signals to be processed
by the receiver in such a way as to simulate the signal that would be
received if antenna elements were employed. By using a channel simu-
lator the system can be tested without the need for antenna elements
and RF components. A block diagram of the channel simulator is shown
in Figure 57.

As shown in this figure, the transmitted signal (which is at 70
MHz) 1s divided four ways because the adaptive array in the experimental
system is designed for use with four antenna elements. Interference
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is also divided four ways and each of the four interference signals is
passed through phase shifters. By adjusting the phase shift of each
signal, the simulated angle of arrival of the interference on the adap-
tive array can be changed. Since the desired signal is not phase
shifted, it is always incident on the receiving array at broadside in
the simulation. Independent sources add noise to each of the four
signals to simulate the received noise on each antenna element. Thus,
the channel simulator simulates a communication channel with a four
element receiving antenna array, with the desired signal arriving at
broadside and interference arriving at any angle.

The next subsystem to be considered is the adaptive array, i.e.,
the circuitry for implementation of the LMS algorithm. As stated
before, the adaptive array employed in the system was built previously
for use in a biphase system and is described in [33]. The code rate,
spreading ratio, and data rate used in the experimental system were
kept the same as those used in the biphase system to minimize changes
in this adaptive array. However, this array was designed for use in a
biphase system where code synchronization was obtained at the trans-
mitter rather than at the receiver with the adaptive array (with the
transmitter and receiver as used in this paper), which is opposite of
the four-phase experimental system. Thus, some modifications to this
array were required.

A functional diagram of the LMS algorithm implementation is shown
in Figure 58 (Figure 11, [33]). To the left of the dashed line in this
figure is the circuitry which is contained in each of four weight boxes,
one for each antenna element. To the right of the dashed line is the
circuitry in which the outputs of the four weight boxes were combined
and an error signal for each weight box was generated. As seen in
Figure 58, this circuitry requires inputs of the received signal from
each antenna element (through an IF amplifier), the reference signal
from the reference loop, and four control signals. These control sig-
nals are the HRF/LRF, weight reset, integrate/hold and error on/off
TTL inputs. The function of these control signals and their use in
the four-phase system are described below.

The HRF/LRF TTL input is used to control the gain of the ampli-
fier shown in Figure 58, based on whether the high rate format or lTow
rate format of the array is used. The code rate and spreading ratio
for the four-phase system is the low rate format as described in [33].
Thus, for the four-phase system, the HRF/LRF TTL input was set low
using a switch on the front panel of the array.

The weight reset TTL input is used to reset the integrators (the
weight values? to some fixed value. This fixed value was set at 1 for
the in-phase weight in one weight box and zero for all other weights
so that the antenna pattern is fixed at the pattern for one element.
For signal acquisition, the weights are first reset by applying a high
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voltage to the weight reset TTL input, and then with a low voltage at
the input the adaptive process is begun. Thus, in the four-phase
system the weight reset TTL input was generated by the control logic
which controls when signal acquisition is to begin. The control logic
is described later in this section,

The integrate/hold TTL input is used to hold the value of the
integrator output (the weight value) or to allow integration (adaption)
to occur. The error on/off TTL input is used to turn the error signal
on and off. These signals are dependent on the weight reset TTL input
signal. That is, when the weight reset TTL input signal is high, the
values of the integrator outputs are held and the error signal is turned
off. When the weight reset TTL input is low, integration (adaption)
occurs and the error signal is on. Thus, the integrate/hold TTL input
signal and the error on/off TTL input signal are the complement of the
weight reset TTL input signal.

The next subsystem of the receiver to be considered is the refer-
ence loop, which generates the reference signal for the adaptive array.
A block diagram of the reference loop is shown in Figure 59, and is
described below.

The locally generated code shown in the figure is either the long
or the short code, depending on which code the delay lock loop is track-
ing. The code modulates a local oscillator signal, and the modulated
signal is then mixed with the array output signal. The resultant signal
contains a despread component of the desired signal when the locally
generated code is synchronized with the code in the received signal.

The resultant signal is then passed through a bandpass filter whose
output consists mainly of the despread component of the desired signal.
The signal is then hardlimited so that the reference signal has con-
stant amplitude. Finally, the hardlimited signal is mixed with the
locally generated code to generate the array reference signal. The
array reference signal will consist primarily of the desired signal
component when the locally generated code is properly synchronized.

The reference loop used in the experimental system was built
previously and is described in [33]. As discussed before, the system
described in [33] was designed for use in a biphase system where code
synchronization was obtained at the transmitter rather than at the
receiver with the adaptive array (with the transmitter and receiver as
used in this paper). Therefore, the reference loop was modified for
use in the four-phase system. The code used in the reference loop was
generated in the delay lock loop rather than in the reference loop
itself as in [33]. The circuitry in the reference loop was not changed.
though. Thus, as described in [33], the bandwidth of the bandpass
filter was 28 kHz.

The next subsystem to be considered is the delay lock loop. “ne
purpose of the delay lock loop is to acquire and track the short . ae
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timing and to track the long code timing. A block diagram of the delay
lock loop designed for the experimental system is shown in Figure 60.

A detailed analysis of this subsystem i3 contained in Chapters VI and
VII.

10,7 MN2
. ENVELOPE Loor
NARROW —BAND |
FILTER OETECTOR FILTER
—
T
N 10.7 MMz
INPUT = - ENVELOPE UM
A T n AMO[— P 0ETECTOR FILTER j
ACQUISITION
: THRESHOLD sSwEep
89,3 MHz BIPHASE VOLTAGE VOLTASE
LOCAL MODULATORS
08¢
VOLTASE
COMPARATOR swivch

L J
SWEEP VOLTASE
18 "on" IF sUM
SISNAL VOLTAGE
IS BELOW
ACQUISITION
THRESHOLD VOLTASE

CENTER FREQUENCY

TRIN VOLTAGE

DELAYED CODE ELAYED_CODE SIFFERENTIAL SHORT COOE
D ENCODING —
ADVANCED CODE SMIFT RESISTER
SWITCH x|y
rva ELAYED CODE ]
DELAY DVANCED CODE SHORT CODE 32
' (Ioco"t?sl.ﬂou )
— RESET
PROPERLY GJL LONS CIRCUITRY INPUT
TIMED SELECT COOE
€O0E neuT

(10 llL;I:'!NCt)
Figure 60. Block diagram of the delay lock loop.

The inputs to the delay lock loop are the array output signal, the
half chip advanced and delayed long code, the code select input, and the
reset input. With these signals the delay lock loop generates the clock
timing for the received signal's code, the short code for use in the
long code acquisition circuitry and the properly timed code for use in
the reference 100p. ‘

A major portion of the delay 1ock 100p used in the experimental
system was built previously, and is described in [36]. The circuitry
was extensively modified, including the removal of squarer and square
rooter devices. These devices were found not to be necessary as dis-
cussed in Chapters VI and VII. Circuit schematics for the delay lock
loop are presented in Figures 61 through 64. The function of these
circuits and the parameters from Section B used in their design are
discussed below.
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Figure 61. Circuit schematic of the modulators and N
mixers in the delay lock loop. S

As shown in Figure 61, the array output is amplified and split <)
into two channels. The half chip advanced and delayed codes modulate y
59.3 MHz signals, and these modulated signals are mixed with the array ]
output. The resultant signal in each channel will contain the despread S
component of the desired signal when the locally generated code is syn- ]
chronized with the received signal’'s code. Thus, the resultint signal A
in each channel {is passed through a narrowband, 10.7 MHz center fre- e
quency filter to remove most of the unwanted signals. As discussed in )
Section B, the data rate is 10.95 kbits per second. The filter band- R
width, therefore, should be on the order of 10.95 kHz. Two filters with S
15 kHz bandwidths were employed because they were available.

The circuitry used for envelope detection of the two filtered U
signals is shown in Figure 62. It should be noted that the circuitry ’
is somewhat different in each envelope detector. These differences AR
were present in the original delay lock loop described in [36] and ]
were left unchanged in the four-phase system. In each channel the RO
signal is first amplified. The signal is then hardlimited and mixed
with the nonhardlimited signal. Thus, the output of the mixer contains Z;:i
a signal proportional to the envelope of the filtered signal plus ’
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Figure 62. Circuit schematic of the envelope detector
in the delay lock loop.
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[« components around 21.4 MHz. The double frequency components are re- 1?1j
3 moved by a lowpass active filter containing a uA741 operational ampli- L§3ﬁ
g fier. The cutoff frequency of this filter was chosen to be much higher e

than that of the sum and the loop filters. Thus, the low pass filter g

will have a negligible effect on the delay lock loop performance. As
seen in Figure 62, a 20 kQ resistor and a 0.001 uf capacitor are used,
Therefore, the cutoff frequency is given by
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Figure 63. Circuit schematic of the sum and difference R
channels in the delay lock loop. S
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In Figure 63, a schematic is shown of the circuitry used to gener- . 1
ate the clock from the outputs of the envelope detectors. As shown in R
this figure, the difference and the sum voltages are determined for the
outputs of the detectors. The difference voltage out of the operational 0
amplifier shown at the top of the schematic is. passed through the loop —
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filter. As determined in Section B, the loop filter frequency constant
is 1.37 kHz. The values of the resistors and capacitor in the loop
filter were determined from the equations given in [6, page 545].

For the sum channel, a filter of bandwidth 364 Hz was determined
in Section B. With an RC lowpass filter, the bandwidth is given by

8 - e = 364 Hz . (406)
Let,
C= 0.1 uf : (407)
then
1

R = * 6.87 ka (408)

4x0.1x10"%x364
The above values were used in the circuitry shown in Figure 63.

The voltage out of the sum channel filter is compared to the
acquisition threshold voltage using an operational amplifier. As given
in Section B, this voltage was adjusted to 0.718/Pg in the circuit.

The output of the voltage comparing operational amplifier turns the
sweep voltage on and off by the use of a series of transistors. The
sweep voltage was set so that the voltage caused a 687 Hz increase in
the frequency of the voltage controlled crystal oscillator (VCX0) as
specified in Section B. Furthermore, the center frequency adjust volt-
age was set so that the clock frequency was 175.2 kHz (the code rate)

-when the sweep voltage was off.

Using an operational amplifier, the difference channel voltage,
center frequency adjust voltage and the sweep speed adjust voltage are
summed. The combined voltage is used to control the output frequency
of a VCX0. The output of this VCX0 is mixed with a constant frequency
source. The frequency of this source is such that the difference in
frequency between the source and the center frequency of the VCX0 is
175.2 kHz. Therefore, after low pass filtering the clock output is a
sinusoidal waveform with frequency near 175.2 kHz.

In Figure 64 the circuit schematic for the short code shift
reqister and the code select logic is shown. As seen in this figure
the sinusoidal clock waveform is converted to a TTL signal by using a
CA3290 voltage comparator. This TTL signal is used to clock the short
code shift register. As given in Section B, an eight stage shift
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register was used with feedback taps at stages 1, 6, 7, and 8. A reset
signal is used to initialize the shift register to contain a "1" in
stage 1 and "0" in the other stages.

The short code symbols are differentially encoded so that a "1"
causes a change in the output symbol stream and a "0" does not cause a
change. The differential encoding is accomplished with an exclusive-
or gate and a D flip-flop. The output symbol stream is the advanced
code. The symbol stream is delayed one clock period to generate the
delayed code.

The code select input is used by the control select logic to con-
trol whether the short code or the long code differentially encoded
symbols are to be used in the delay lock loop. The chosen symbols are
converted from TTL level signals to plus-and-minus one volt signals
using the circuitry shown. The plus-and-minus one volt signals are used
to modulate the 59.3 MHz signal as shown in Figure 61. The advanced
code symbols are delayed half a clock period to generate the properly
timed code used in the reference loop.

As shown at the top of Figure 64, the short code symbols are de-
layed one and one-half clock periods for use by the long code acquisi-
tion circuitry. By delaying the code this amount the short code symbols
are S{nchronized with the properly timed code symbols sent to the refer-
ence loop.

The next subsystem to be considered is the long code acquisition
circuitry. The purpose of the subsystem is to acquire the timing of the
long code. A block diagram of the long code acquisition circuitry is
shown in Figure 65. A detailed analysis of the subsystem is contained
in Chapter VIII.

The inputs to the long code acquisition circuitry are the array
output, short code timing, and the short code symbols. With these in-
puts the circuitny.generates the properly timed long code.

In Figure 66 a block diagram of the differential detector is
shomm. As seen in this figure, the array output is divided into two
channels. The array output is mixed with a 70 MHz signal in one channel
and with the 70 MHz signal phase shifted ninety degrees in the other
channel. The resultant signals are the baseband components of the array
output. ex(t) is the baseband component of the array output in phase
with the 70 MHz signal and ey(t) is the inquadrature baseband component.
The baseband components are *ntegrated over each code symbol and the
outputs of the integrators are sampled and held. The control logfc for
the integrators and sample-and-holds 1s shown in Figure 67 and described
below. The integrate and sample-and-hold circuitry is shown in Figure
68 and also described below. The outputs of the integrate and sample-
and-hold circuitry are then inphase and inquadrature signal vectors
corresponding to the m and m-1 code symbols. With these signal vectors,
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the processing and decision circuitry shown in Figure 69 determines the
phase shift between each cdde symbol interval. Two phase shift bits .
are necessary to represent the four possible phase shifts. The process- )
ing and decision circuitry is discussed below. IR

The control logic for the differential detector is shown in
Figure 67. This logic generates the signals which control the switches
on the integrators and sample-and-holds, and gate the output of these L
devices. The control signals are generated with a shift register and ]
with a monostable multivibrator (74121). Several of the control signals B
are converted from TTL level signals to plus-and-minus 7.5 volt signals
required by the switching circuftry. Conversion is accomplished with
the inverter, diodes, resistors and capacitor shown for each control
signal. The control signals for the integrators are labelled Iy and I2. RS
Control signal Iy is high for the integration and low during the dumping ’
of the integrator output at the end of each code symbol interval. Con- KR
trol signal I2 is the complement of Ij. These control signals are Fo
X generated by the monostable vibrator shown at the bottom of Figure 67.
N The device is clocked by the code timing and with a 3 ko resistor and D
100 pf capacitor generates a 200 nanosecond pulse each clock period. O
Thus, the integrator will integrate for all but 200 nanoseconds of each ’

3

.lJ

196

........................
.............

.......................
...............................




.....................

p—
R
—
A
$ ! 2K ‘ ]
S 340K »
xn.2228 S
I: (WATIPLIER) | @-e -18v
. _—
- 1 340% x " o
s [ e 1 - -
3 v ox :
"oy gy bV x ' '
e e 2 n g
e 13 -
”x .
340K o i‘
-ev L
an-asee [@-eo8Y -V o g
( MULTIPLIER) -=o - 18V X 11
- ]
-
" R
i (00T PRODUCT) ]
"oV -
L'.' (CROSS PRODUCT) T v BV o8V
L3 {1
g LBWLTIPLIER) o
PHASE :
L 364 SHIFT
- (COMPARATOR ) T 6, s
“ N . o~
137 r"‘ ]
ww IR 18V -8V
~ 9
" . -:,
o .
3
3 3
-
" -2808 L.-«l.v - v
t BLIPLIER ) -@-e -pv

e

) - P

:J}.-. '::: nn .’“‘1

Figure 69. Circuit schematic of the processing and
: decision circuitry.

chip or about 5.51 microseconds. Thus, about 3.5 percent of the signal

is not integrated because of the integrator dump time. This loss was

not considered in the analysis of the long code acquisition time.

However, the effect of this loss is small compared to the effect of o

the timing jitter which has a standard deviation of 4 percent of a chip. ’
The sample-and-hold control signals are labelled I3, I3, and Is. R

When these signals are high, the sample-and-holds track the output of oo

the integrators. When the signals are switched low, the sample-and-holds o

hold the integrator output value at the switching time. Both the m and N

the m-1 chip signal vector components must be avajlable at all times '
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for the processing and decision circuitry as shown in Figure 66. There-
fore, three sample-and-holds are required for each integrator. At any
time one sample-and-hold is tracking the integrator output. Another
sample-and-hold is holding the integrator output value at the end of
the previous (mth) chip. This value is the signal vector component for
the mth chip. A third sample-and-hold is holding the integrator output
value at the end of the m-1 chip. Therefore, each sample-and-hold
tracks the integrator output for one chip and holds the integrator out-
put at the end of the chip for two chips. The sample-and-hold control
signal is high for one chip and Tow for two chips. The chip during
which the control signal is high will be different for each sample-and-
hold. These signals are generated in the three state shift register
shown at the top of Figure 67. With a reset signal the shift register
is loaded with 011. These bits are cycled through the shift register
clocked by the code timing. The output of each stage of the shift
register is inverted and converted to plus-and-minus 7.5 volt signals
to generate the proper control signals for the sample-and-hold.

The signals labelled Sp, Si, and S3 gate the outputs of the
sample-and-holds as shown in Figure 68. By the gating and combining of
the sample-and-hold outputs, the m and m-1 chip signal vector components
are output by the differential detector. The control signals Si, Sz,
and S3 are similar to the I3, I4, and Ig control signals except that ,
they are TTL level signals as required by the LF13332 switches. Thus,
the output of the three stage shift register is used without any con-
versions.

A circuit schematic for the integrate and sample-and-hold devices
is shown in Figure 68. There is one of these circuits for each of the
two channels in the differential detector. As seen in Figure 68, the
baseband component is amplified by a gain of 9.1. The signal is inte-
grated over each chip and the value of the integrator output at the
end of the chip is held by one of three sample-and-holds. Finally,
the outputs of the sample-and-holds are gated and combined to generate
one signal containing the mth chip signal vector components and another

. signal containing the m-1 chip signal vector components. It should be

n?ted]that the latter signal is a one chip delayed version of the former
signal.

A circuit schematic of the processing circuitry is shown in Figure
69. In the processing circuitry the signal vector components are multi-
plied and combined to generate the dot product and the magnitude of the
cross product for the adjacent signal vectors. Two comparators are
used to decide which of four possible phase shifts has occurred. The
recejver rule used by comparators is given by Equations (332), (333),
(335) and (336). Two symbol streams corresponding to the phase shift
at each chip are generated.

A circuit schematic of the detection logic is shown in Figure 70.

The circuitry for the detection logic was developed in Section VIII-D.
In the detection logic the phase shift bits, the short code symbols,
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and the previous phase state symbols (B2 and B1) are used to determine
: the long code symbols, the next previous state symbols, and the data.
b The short code symbols are delayed one clock period because the phase
[- shift symbols are delayed the same amount because of the processing .
time in the differential detector. As discussed in Section VIII-D, i
circuitry is employed to detect errors in the detection process by o
sending a pulse whenever data bits are other than a multiple of 16 code
symbols apart. This pulse is transmitted on the signal labelled R,
which resets the detection logic. It should be noted that a system RN
reset pulse or a reset pulse from the load and track logic (Rs.p.) also b
resets the detection 10gic. Reset signal R2 transmits either of the
last two types or resets.

Yy
LRt

.

LSURAIUNC A

R B

In Figure 71 a circuit schematic is shown for the shift register PRDA
and part of the load and track logic. With this logic the shift regis- B
ter is loaded with the long code bits, the shift register is switched
into the feedback mode, and the long code symbols are generated for
use by the correlation processor. A thirty-four stage shift register
is used with the same feedback connections as the long code shift

: register in the transmitter. The input to the shift register is con-
- trolled by logic. The logic determines whether the long code symbols
; from the detection logic are fed into the shift register or whether

! the symbols from the shift register feedback logic are fed into the —
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shift register. The signal controlling which symbols are loaded into
the register is labelled § and is the output of a D flip-flop as shown

in Figure 71. This signal is initially set low by the reset signal Rp.

When Q is Tow the long code bits from the detection logic are loaded
into the shift register and the counters (74190's) are enabled. These
counters_are initially loaded with thirty-four and count down to zero
causing § to go high. When Q goes high the shift register is switched

into the feedback mode. Thus, the switching occurs when all thirty-four
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stages of the shift register have been loaded with the detected long
code symbols. If T is low, i.e., the shift register is being loaded,
then if R goes low, signalling a detection error, the counter is reset.
Thus, the shift register is reloaded when a detection error occurs,
which is as desired. After T goes high, i.e., the shift register is
loaded, as seen in the schematic, R will no longer reload the shift
register,

The output symbols of the long code shift register are differ-
entially encoded using an exclusive-or gate and a D flip-flop. The
half chip delayed, half chip advanced, and properly timed codes are
generated using a shift register (74164, in the middle of Figure 71)
clocked at twice the clock rates of the code. This clock is generated
using the exclusive-or gate with an RC lowpass filter on one input.
The clock signal from the delay lock loop is delayed with this lowpass
filter so that the output of the exclusive-or gate consists of pulses
occurring on both the positive and negative going edges of the clock.
{hu:.]this clock is at twice the frequency of the clock from the delay

ock loop.

The complement of the properly timed code is generated along
with the properly timed code using exclusive-or gates with pullup
resistors. These resistors enable the signals to drive the mixers in
the correlation processor.

RARLALCUEIEE R NP Ir g SV AR

The long code symbol detection process takes two clock periods
to be completed. Thus, the long code that is generated after the shift
register is loaded with the correctly detected long code symbols is
delayed by two chips from the received signal's code. The long code
shift register must be advanced two additional steps before the long
code is properly timed. The shift register and logic gates shown at
the bottom of Figure 71 accomplish this. The doubled clock (instead
of the clock from the delay lock loop) is used to clock the long code
shift register for two code clock periods immediately after the shift
: register is loaded. Thus, two additional clock pulses are added to
2 the clock signal, and the output long code is synchronized with the
received long code when the Tong code symbols are correctly detected.

In Figure 72 a circuit schematic of the correlation processor is
- shown. The synchronization of the locally generated long code with
N the received code is checked with this circuitry. As seen in this
. - figure the properly timed code from the long code shift register modu-
lates an amplified 59.3 MHz signal. The 59.3 MHz signal is obtained
from the same local oscillator used to generate the 59.3 MHz signal
in the delay lock loop. The modulated signal is amplified and mixed
with the array output. If the locally generated long code is synchron-
jzed with the received code, the long code component of the desired
signal is despread. A 10.7 MHz sinusoidal component is then present
in the mixer output along with other signal components. A narrow band
10.7 MHz filter is used to obtain the sinusoidal component while
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Figure 72. Circuit schematic of the correlation processor.

attenuating all other components. The bandwidth of this filter is !fif
dependent on the frequency uncertainty of the received desired signal SRS
and on the response time .of the correlation processor. :

The experimental system was designed to allow for a frequency
uncertainty of up to 1 kHz. The correlation time for the checking, of

a loading of the long code shift register is 680 chips as specified in e
Section B or 3.91 milliseconds. Thus, the dominating factor in deter- e
mining the filter bandwidth is the frequency uncertainty. A filter RN
with a bandwidth of three kHz was chosen from the filters available .~
that met the frequency uncertainty requirement. i;:}
’ The output of the filter is then envelope detected using the same !;v_
: circuitry as that used in the delay lock loop. The filter output is L
N hardlimited, mixed with the nonhardlimited signal and lowpass filtered s

to generate a correlation output proportional to the despread component o
? of the desired signal. The lowpass filter is an active RC filter with ARt
{ a time constant on the order of the correlation time. ‘1’4

In Figure 73 a circuit schematic of the remaining part of the
load and track logic and the control logic is shown. Both these sub- 351

e
§ systems are shown in the same figure because they use the same signals. -
X . The control logic determines which code is to be used as a reference in R
4 the receiver and resets the system if it is determined that a smart e
& Jammer's signal is being tracked by the system. The portion of the load !_,*
g and track 1ogic shown determines if the locally generated long code is L
3 correctly synchronized and reloads the long code shift register if it BN
. is not synchronized. B
) |
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As shown in Figure 73 the correlation output is compared to the
acquisition threshold voltage. This voltage was set to 0.66 times the
maximum possible correlation output voltage when noise is not present.
The maximum voltage is that voltage which is present when the locally

~generated Tong code is synchronized with the received code. The output

of the comparator is sampled at the end of the correlation period. A
counter is used to determine the end of the correlation period. This
counter is enabled by the § signal which goes high when the long code
shift register is loaded. It s initfally loaded with 683 and counts
down to zero when the comparator output is sampled. The counter is
set to 683 because three clock periods are allowed for the long code
shift register to be advanced two clock periods in addition to the 680
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clock periods for the correlation time specified in Section B. A reset
signal, Ry, is used to initially load the counter.

If the correlation output is greater than the acquisition thres-
hold at the end of the correlation time, the comparator output is high.
Thus, the cade select output is set high which causes the delay lock
loop to track the long code rather than the short code. Also, the long

code is then used by the reference 1oop to generate the reference signal.

If the comparator output is low at the end of the correlation time,

the shift register reset signal Rs.y, goes low for one clock pulse. As
discussed previously, a low Rg ., Signal causes the long code shift
register to be reloaded and, therefore, the correlation processing: is
repeated. With a low comparator output, the code select 1ine is always
low. Therefore, if 1ong code synchronization is lost, the delay lock
loop switches to the tracking of the short code timing. In general, if
the Tong code timing is lost, s0 is the short code timing and the
acquisition procedure is restarted.

The dual one shot shown in Figure 73 is used to provide smart
Jammer protection. The circuitry is designed so that if the comparator
output is not high after 0.55 seconds, then the code select 1ine is set
high. With the code select line high, the delay lock loop attempts to
track the long code timing. Since this timing is wrong, slewing of the
code timing will occur. The code select 1ine is held high long enough
to advance the short code timing offset by several chips. Then the code
select 1ine is set low. The process is repeated every 0.55 seconds, if
necessary. The above procedure provides smart jammer protection for the
following reason (as explained in Chapter X). If the adaptive array has
acquired a smart jammer's signal as the desired signal, then the short
code timing will be tracked by the delay lock loop. However, long code
timing will not be acquired within 0.55 seconds, the maximum allowable
acquisition time. The delay lock 1oop is then slewed until another
signal (hopefully, the desired signal) with the short code is acquired
by the array. With this method, the smart jammer's signal will be
acquired again by the array only if the desired signal is not present.

Figures 74 through 76 show part of the hardware used in the exper-
imental system. Figure 74 shows the transmitter whose schematic is
shown in Figure 56. The logic and the quadriphase modulator are label-
led in the figure. Figure 75 shows the delay lock 1oop whose block
diagram is shown in Figure 60. The individual components of the delay
lock loop are labelled and correspond roughly to the schematics of
Figures 61 through 64. Figure 76 shows the long code acquistion cir-
cuitry whose block diagram is shown in Figure 65 and the control logic.
The components of the long code acquisition circuitry in the block dia-
gram are labelled in the figure. The control logic circuitry is also
labelled. The schematics for the circuitry in this figure are shown in
Figures 66 through 73.
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Figure 74. The transmitter hardware for the ;571
schematic of Figure 56. =v

- D.  Experimental Results :

¥ This section describes the experimental results obtained with the

are used to verify the analysis of Chapters VI, VII and VIII. The
results are also used to demonstrate the rapid acquisition and conven-
tional and smart jamming protection of the four-phase system. All
experimental results are compared to the results obtained with the bi- ot
phase system. ho

*! four-phase communication system described in Section C. The results

-
-t v o

The major analytical results of Chapters VI, VII and VIII are N
- verified by testing one parameter in each chapter versus the signal-to- .
: noise ratio at the receiver. From Chapter VI, the probability of false :
5 alarm during short code acquisition is examined. From Chapter VII, the

tracking jitter of the delay Yock loop is studied. Finally, from R
Chapter VIII, the long code acquisition time is examined.

The four-phase system capabilities are tested with three experi-
ments. To demonstrate rapid acquisition, the total acquisition time
versus signal-to-notse ratio is determined. To demonstrate conventional
Jamming protection, the effect of a CW jammer is studied. Finally, to

E demonstrate smart jammer protection, the effect is studied of a repeat v
Jammer with remodulation and a biphase jammer with the short code. —
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Figure 75. The delay lock loop hardware for the
block diagram of Figure 60,
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The probability of false alarm is the probability that the sum
channel output exceeds the acquisition threshold during acquisition.
This probability is measured when the code timing offset in the delay
lock loop is outside the capture range of the loop. The probabilty of
false alarm is analyzed in detail in Chapter VI. From the results of
this chapter as illustrated in Figures 28 and 29, it is seen that the
probability of false alarm depends on N'/k, Ppiss, and S/N|if. For the
experimental system from Table 10,

N'/k = 835 2 15,9 (409)
and
Pmiss = 0.02 . (410)

From Chapter VII, the S/N|IF can be determined as a function of the
received signal-to-noise ratio, S/N|gp. For a four-phase signal, from
Equation (291),

S/N| 1 = —1-—1—5-—2 . (411)

+
S/N]rr
For the biphase signal, from Equation (301),

S/N|(f = -——.}-6——1— . (412)

+
RF

The probability of false alarm and the corresponding acquistion thres-
hold can be calculated from Equation (214). Figure 80 shows the theo-
retical probability of false alarm versus S/NlR as obtained with the
;b?ve‘equations. The setup for the experimen af tests is described
elow.

Figure 77 shows the experimental setup used to measure the prob-
ability of false alarm. The signal, either four-phase or biphase, is
generated by the transmitter shown in Figure 56. The signal 1s then
mixed with noise. The noise level can be varied to change “he signal-
to-noise ratio into the delay lock loop. A block diagrai of the delay
lock 1oop is shown in Figure 60.

The delay lock loop was modified for the experiment as shown in
Figure 78. The input to the VCX0 was disconnected and a constant
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Figure 77. Experimental setup for probability of
false alarm measurement.

voltage applied to the VCX0. Thus, the sweep speeds can be kept con-
stant (at 687 Hz from Table 10) during acquisition and the signal is not
acquired. The probability of false alarm can now be measured by moni-
toring the output of the threshold comparator. The comparator compares
the sum voltage to the acquisition level.

Figure 79 shows the circuitry used to convert the threshold com-
parator output to the probability of false alarm value. This circuitry
counts the number of times the threshold comparator output goes high
during a given interval. The interval is one hundred times the sum
channel filter time constant (approximately .27 seconds). Thus, the
count at the end of this interval corresponds to one hundred times the
false alarm rate in that interval. As shown in Figure 79, the threshold
comparator output is converted to a TTL level signal with a LM361. The
output of the LM361 clocks a counter. The counter is enabled during a
pulse out of the 74121. This pulse is approximately .27 seconds long.

The output of the counter at the end of pulse is recorded as
the false alarm percentage during the interval. By taking a large num-
ber of false alarm percentage readings, an average false alarm percent-
age can be determined. A confidence interval for the actual false alarm
probability can also be determined (see [37]).

The results of the experimental data collected by the above method
are shown in Figure 80. The probability of false alarm is plotted
versus the signal-to-noise ratio for Pyigg equal to 0.02. Both theoret-
ical and experimental results are shown ?or the four-phase and biphase
signals.

The experimental results vary somewhat from the theoretical re-
sults. This can be attributed to the difficulty in obtaining precise
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Figure 78. Portion of the delay lock loop modified for
experimental testing of the probability
of false alarm (original version shown
in Figure 63).
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Figure 79. Schematic of the circuitry that measures
probability of false alarm.

:xperimental results with both low and high signal-to-noise ratios.
‘or low signal-to-noise ratios the sum channel voltage can be shown to
)ave a large mean as compared to its standard deviation. Therefore,
‘elatively small changes in the acquisition threshold or signal level
:an produce large changes in the probability of false alarm. Small

wrors in the experimental system, therefore, can produce a large erro
n the experimental results.

For higher signal-to-noise ratios, the noise in the delay lock
oop is primarily self noise. As discussed in Chapter VII, the level of
he self noise constantly varies during acquisition and a worse case
alue was chosen for theoretical calculations. Therefore, the average
elf noise level and the actual probability of false alarm will be some-
hat Tess than that predicted theoretically for high received signal-to-
oise ratios. This is shown in Figure 80. The experimental results
re, therefore, in agreement with theoretical results when the above
naccuracies are considered.
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Figure 80. Probability of faise alarm versus received
signal-to-noise ratio; comparison of
theoretical and experimental results
for both biphase and four-phase signals.

Timing jitter is the standard deviation of the code tracking error
in the delay lock leop. Timing jitter is analyzed in detail in Chapter
VII. From the results of this chapter as illustrated in Figure 31, it
is seen that timing jitter depends on po/Bif and S/N|1p. For the
experimental system from Table 10,

po/Byp = 0.0916 . (413)

Also from Chapter VII, the S/NI{F after acquisition can be determined
as a function of the received signal-to-noise ratio, S/N|gpr. For a
four-phase signal, from Equation (300) with k equal to 16,

S/N| 1 = —— : (914)
'§7N'|',;.+ Z

For the biphase signal, from Equation (302) with k equal to 16,
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S/N ;g = 16(S/N| ) . (415)

The timing jitter can be calculated from Equation (323). Figure 83

shows the timing jitter versus S/N|gp obtained with the above equations.

The setup for the experimental tests is described below.
Figure 81 shows the experimental setup used to measure the timing

jitter. The setup is similar to that used in the measurement of the
probability of false alarm.

DELAY LOCK

LOOP CLOCK
TRANSMITTER CLOCK
DELAY \ TIMING JITTER
TRANSMITTER ol Z AMPLIFIER LOCK I+ MEASUREMENT
Loop CIRCUITRY

NOISE o] VARIABLE
GENERATOR ATTENUATOR

Figure 81. Experimental setup for timing jitter
measurement.

Figure 82 shows the circuitry used to measure the timing jitter.
A phase comparator produces a voltage (positive or negative) propor-
tional -to the timing error between the transmitter and delay lock loop
clocks. The voltage is amplified and displayed on a digital storage
oscilloscope. With the oscilloscope, the vo{tage and, gherefore, ghe
timing error at a given instant can be determined. With repeated mea-
surements, an ensemble average and standard deviation can be deter-
mined. Also, a confidence interval for the actual timing jitter can be
calculated (see [37]).

The experimental results obtained by the above method are shown
in Figure 83. The timing jitter is plotted versus received signal-to-
noise ratio. Both theoretical and experimental results are shown for
the four-phase and biphase signals.

The experimental results vary somewhat from the theoretical
results. The variation may have been caused by changes in the loop gain
during the experiments. The timing jitter varies greatly with small
cnanges in loop gain. Therefore, any drifts in amplifier gain in the
delay lock 1oop could have caused a difference in experimental and
theoretical results. On the whole, though, experimental results show
good agreement with theoretical results.
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The averaae long code acquisition time is the average time required

for the long code to be acquired after the short code timing has

been acquired. The long code acquisition is analyzed in detail in
Chapter VIII. Both computer simulation and approximations were used to
analyze the long code acquisition times because an exact analysis was
too complex. From the results of Chapter VIII, it is seen that the long
code acquisition time depends on the long code shift register length,
the correlation time, the spreading ratio, and the energy per chip to
noise density ratio. For the experimental system, from Table 10, the

long code shift register length is 34, the correlation time is 680 chips,

and the spreading ratio is 16.

Figure 84 shows the computer simulation, approximate theoretical
and experimental results. The average long code acquisition time is
pletted versus Ep/Ng.

The computer simulation results were obtained using the computer
program described in Section VIII-E. The simulation does not consider
timing error with the delay lock loop tracking the short code. As shown
in Table 10, the tracking jitter may be as much as 0.04aA. The jitter
will increase the average long code acquisition time and, therefore, the
simulation results underestimate the average acquisition time.

For the approximate model, the average long code acquisition time
for the experimental system is given by (from Equation (362))

. 680 A
Tacq _—M"’E) . (416)

where Pg is the probability of error in detecting a long code symbol.
Tracking jitter can be taken into account by calculating the probability
of error with the tracking jitter value given in Figure 83. The proba-
bility of error with tracking jitter is given by Equation (357). The
approximate theoretical long code acquisition time calculated from the
above equations is plotted in Figure 84.

Because of the approximations made in the approximate model, the
theoretical results overestimate the actual acquisition time rather than
underestimate it as with the simulation. Therefore, the simulation and
approximate theoretical results can be considered as lower and upper
bounds, respectively, of the actual long code acquisition time.

Figure 85 shows the experimental setup used to measure the long
code acquisition time. The signal is combined with noise and amplified.
The amplified signal is used by the long code acquisition circuitry and
the delay lock 1oop. The delay lock loop tracks the short code timing
and short code symbols used by the long code acquisition circuitry.
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The test procedure is as follows. While the delay lock loop con-
tinuously tracks the short code, a reset signal starts the long code
acquisition process. In the long code acquisition circuitry, the code
select 1ine (see Figure 73) goes high when the long code is acquired.

A time interval counter measures the interval between the reset signal
and the high transition in the code select line. The time interval,
i.e., the long code acquisition time, is displayed on the counter and
recorded. The above process is repeated (up to 50 times) to determine
an average long code acquisition time and a confidence interval for the
actual average acquisition time.

As shown in Figure 84, the experimental results obtained with the
above method are close to the upper bound of the predicted acquistion
time. Thus, the experimental results show that the required Ep/N, for
a given Ta¢q 1s as much as one decibel greater than predicted. Because
of the amouﬁt of circuitry involved in the long code acquisition pro-:
cess, a one decibel degradation is not considered excessive. The de-
gradation may be due to at least two factors. First, the integrators
in the differential detectors have a finite dump time. Because of the
dump time, the signal energy detected per chip is decreased. The dump
time was not considered in the simulation or theoretical results.
Seconds there are offsets in the operational amplifiers and multipliers.
These offsets were minimized but are still present in the system and
will effect the acquisition performance. The experimental results are,
ther$fore, in agreement with simulation and approximate theoretical
results.

To demonstrate the rapid acquisition of the four-phase system, the
average total acquisition time was examined. The predicted and experi-
mental results are discussed below.
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The predicted average total acquisition time is the expected aver-
age short code plus long code acquisition time. The predicted short
code acquisition time is approximately 0.2 seconds (see Table 10). It
is independent of the received energy per chip to noise density ratio.
The expected average long code acquisition time is given by the experi-
mental results of Figure 84. Because a four element adaptive array is
used in the experimental system, the array output energy per chip to
noise density ratio was assumed to be six decibels greater than that
received, Ep/No|IN. The array output Ep/Ny was used in determining the
expected long code acquisition time from Figure 84. The predicted
average total acquisition time is plotted versus Ep/No|IN in Figure 86.

The total acquisition time for the experimental system of Figure 54
was measured by a method similar to that used to measure long code
acquisition time. Specifically, a time interval counter measured the
interval between the system reset signal and the high transition of
the code select 1ine. Fifty acquisition time measurements were taken
per Ex/No|IN value to determine an average total acquisition time and a
conf1aence interval for the actual average. The experimental results
are shown in Figure 86. Because of the smart jammer protection cir-
cuitry, a high transition in the code select 1ine occurs if the long
code has not been acquired in 0.55 seconds. Therefore, the probability
of not acquiring the code in the required time, Ppy, was determined and
is shown in Figure 86.

The experimental results show a slightly greater average total
acquisition time than that predicted for low Ep/No|IN (O to 3 dB).
This increase can be attributed to the degradation in array performance
with low input signal-to-noise ratios. When E,/No|IN is O dB, the
array input S/N is almost -20 dB because the bandwidth of the noise is
much greater than the signal bandwidth into the array. With such a
low S/N, the array weights are controlled more by the noise than by the
signal. Thus, the output S/N may be less than optimum, i.e., less
than 6 dB greater than the input S/N. The long code acquisition time
will be increased because of the lower output S/N (Ex/Ng). The total
acquisition time is, therefore, also increased.

Because of the degradations discussed previously, the average
total acquisition time for the experimental system with E,/N, equal to
0 dB is about fifty percent greater than that specified in tﬁe design.
Figure 86 shows the design specification in relation to the experi-
mental results. The experimental results, however, still show rapid
acquisition for the system.

To demonstrate the conventional jamming protection of the four-
phase system, experimental tests were performed with a CW jammer. The
results of these tests are discussed below. First, the suppression of
a CW jammer by the array with a biphase desired signal is compared to
the suppression with a four-phase desired signal. The maximum jammer
to signal power ratio, J/S, at the array input is then shown for
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acquisition of the signal at the receiver. Next, the reason for this
maximum J/S is discussed. Finally, the difference in maximum J/S is
discussed for the biphase and four-phase desired signals.

The array used in the experimental system was shown to qive the
best performance when

E,/NolIn > 8 dB : (a417)

In this case, the array output signal levei is independent of the
received signal-to-noise ratio, Furthermore, the received CW janmer
Tevel does not effect the long code acquisitior time in the four-phase
system. However, when the received jammer-to-desired signal power
ratio, J/S, is high enough, the short code, iand, thus, the signal is
not acquired.

The suppression of a CW jammer by the array is shown in Figures
87 through 90. In these figures the array input and output power den-
sity spectrum is shown with the desired signal and CW interference.
The J/S is 20 dB at the array input. Figures 87 and 88 are for a bi-
phase desired signal, and Figures 89 and 90 are for a four-phase desired
signal. These figures show a desired signal-to-jammer power ratio
improvement of about 30 dB for both types of desired signal. Thus, the
CW suppression by the array is the same for a four-phase and a biphase
desired signal,

The maximum J/S at the array input for which acquisition can occur
is 23 dB for the biphase system and 20 dB for the four-phase system.
This maximum value is dependent on the system parameters as described
below. '

The maximum J/S is dependent on the code modulation frequency and
the acquisition time for the system. This is because the rate of
response of the weights is proprotional to the signal strength in the
LMS adaptive array. For the strongest interfering signal, the weights
must respond slower than 0.2 times the code modulation frequency [38].
Otherwise, the weights will begin to modulate the interference tc look
1ike the reference signal. When this occurs during acquisition, the
modulated interference is present in the array output, and the delay
lock loop tracks the code timing on this signal. The desired signal
js, therefore, never acquired.

For the weakest desired signal, the weights must respond faster
than the inverse of the sum channel filter bandwidth in the delay lock
loop. Otherwise, the desired signal will not be pulled out of the noise
and the acquisition threshold exceeded in the delay lock loop during
acquisition.
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By adjusting the loop gain in the adaptive array, a maximum J/S
can be obtained equal to the ratio of the parameters given above.
For the experimental system, the code modulation frequency is 175.2
kHz and the sum channel filter bandwidth is 364 Hz. The maximum J/S
is, therefore, given by

3
_ 0.2 x 175.2 x 10° .
J/Slmax = 11 £ 96 (20 dB) . (418)

The theoretical analysis of the maximum J/S is only approximate, how-
ever. As shown by the experimental results, a maximum J/S of 23 dB
was obtained with the biphase system.

A much higher maximum J/S can be obtained by changing v.e system
parameters. In particular, increasing the code modulation frequency
would increase the maximum J/S. That is, the main reason for only
a 23 dB maximum J/S in the experimental system is that the code modu-
lation frequency is low. In systems with code modulation frequencies
in the MHz range, a maximum J/S of 30 dB or more can be obtained.

As shown before the maximum J/S is 3 dB less for the four-phase
system as compared to the biphase system. The reason is that for the
same desired signal level, the component containing the short code
is 3 dB less in the four-phase system. It is the timing for this short
code that must be acquired first by the delay lock loop. As shown
before, the array suppresses the CW jammer the same amount in the bi-
phase and four-phase systems. Thus, although the maximum J/S is 3
dB higher in the biphase system, the jammer to short code component
power ratio is the same for both systems when acquisition cannot occur.

Experimental results, therefore, show the CW interference pro-
tection of the four-phase system. The CW suppression was seen to be
the same (about 30 dB) for both the biphase and the four-phase systems.
The maximum J/S for acquisition was shown to be 20 dB for the four-
phase system. This limit was seen to be due to system parameters,
e.g9., with a higher code modulation frequency, a higher maximum J/S
could be attained.

To demonstrate smart jamming protection, the four-phase system
was tested with a biphase jammer with the short code and a repeat jam-
mer with biphase remodulation. These are the two jammer types that
can jam the biphase system. The experimental system was tested by
measuring the total acquisition time with smart jamming. The genera-
;;?n of the smart jammer and the experimental results are discussed

W.

Figure 91 shows a schematic of the circuitry that generates the
smart jammers. The circuitry generates either a biphase jamming signal
with the short code or a jamming signal identical to that for a repeat
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i Figure 91. Circuit schematic.of the smart jammer, ?
- )
E jammer with biphase remodulation. These signals are used in the channel !}
. simulator of Figure 57. The generation of the biphase and repeat jam- )
ming signals is described below.
The biphase smart jammer with the short code is generated as
follows. The clock from the transmitter clocks the short code shift

T

q
register. The reset signal from the transmitter sets the initial i
loading of this shift register. The initial loading of the shift S
register is different from that of the shift register in the trans- -
mitter. Thus, the code timing of the smart jammer is different from
that of the transmitter so that the array can null one signal during
short code acquisition. The timing offset was set arbitrarily to 1
178 code symbols with jammer's code a delayed version of desired sig-
nal's code. The short code is mixed with data such that the resulting
signal has a spreading ratio of 14. The choice of 14 was arbitrary,
v and the use of data modulation simply illustrates what a smart jammer
N might do. The data modulation has little effect on the experimental

) L .

"3 results with a biphase jammer. The short code plus data then biphase

. modulates a 70 MHz signal when the switches are in the correct posi- -
tion. The resulting biphase smart jammer is used in the channel simu- S
lator where a phase shift of sixty degrees in the signal was set ]
between the array elements. j

] .;

: 224

] p |

ot btk e e _ e J




The repeat jammer with biphase remodulation is generated as fol-
is. The short code plus data are generated in the same way as for
» biphase jammer. In this case, the different short code timing
* the smart jammer and the desired signal simulates the delay (about
rillisecond for the experimental system) in the repeated signal.
» long code from the transmitter is mixed with the same data as the
rt code. Thus, both the short and long codes are mixed with data
lating biphase remodulation by the jammer. The codes plus data
an modulate a 70 MHz signal to generate the repeat jammer with bi-
1se remodulation. The repeat jammer signal is used in the channel
nulator in the same manner as the biphase signal.

Experimental results were obtained for the total acquisition
ne for the desired signal with smart jamming. The total acquisition
ne was determined by measuring the time interval between the system
jet signal and a high transition in the long code correlation com-
~ator output (see Figure 73). This output goes high when the long
fe timing has been acquired. Fifty time measurements were taken
determine an average total acquisition time and a confidence interval
~ the actual acquisition time.

Figure 92 shows the experimental results obtained with a biphase
mer with the short code. The total acquisition time is plotted
~sus the jammer to desired signal power ratio. The experimental
sults are shown along with a curve that approximates the results.

The results can be explained as follows. For J/S less than
dB, the receiver cannot acquire the short code timing of the smart
mmer. Therefore, the smart jammer does not effect the acquisition
ne. The acquisition time for this case is about 0.2 seconds and
in agreement with the total acquisition time experimental results
scussed previously. When J/S is greater than -4 dB, the receiver
v first acquire the short code timing of either the smart jammer
the desired signal. The acquisition time for this case is calcu-
ted theoretically below.

For the experimental system, the acquisition time with smart
mming can be calculated by considering several factors. First,
~ing acquisition the code at the receiver is run faster than the code
the incoming signal. Second, the initial offset between the re-
iver's code and the desired signal's code {ind, also, the jammer's
fe) is random and has a uniform distributicn between 0 and 255 code
nbols. Third, the timing offset between the desired and jamming
jnal's codes is 178 code symbols or about two thirds of the code
gth. Finally, E,/N /.y is large enough (14 dB) that the long code
juisition time is negl‘51b1e compared to the total acquisition time.

With the above conditions, the acquisition time can be calculated
follows. The probability of acquiring the desired signal's short
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0.7

TOTAL ACQUISITION TIME (sec)

T I I EXPERIMENTAL WITH
90 % CONFIDENCE INTERVAL

—— APPROXIMATION CURVE

0.if~
0 1 | ] i | J
-0 -5 ) 5 10 1S 20
J/s (d8)
Figure 92, Total acquisition time versus jammer-to-

signal power ratio for biphase jammer with
short code.
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code first can be seen to be two thirds. The maximum time to acquire
the desired signal's code first is two-thirds of the maximum short code
acquisition time (0.4 seconds from Table 10) or approximately 0.267
seconds. Therefore, the average acquisition time when the desired
signal's short code is acquired first, can be seen to be approx1mate1y
0.133 seconds. The probability of acquiring the smart jammer's code
first is one third. When the short code is acquired the system searches
for the long code timing. Since the long code is not present on the
jamming signal, 0.55 seconds later the receiver slews the short code
timing to find the next signal with the short code. This signal is

the desired signal. The slewing time is two thirds of the maximum
short code acquisition time or approximately 0.267 seconds. There-
fore, the acquisition time when the jammer's short code is acquired
first is approx1mate1y 0.817 seconds. The average acquisition time
with the smart jammer can now be calculated from the probability of
acquiring each signal first and the average acquisition time when each

signal is acquired first. Thus, the average acquisition time in
seconds is

0.36 & 2/3(0.133) + 1/3(0.817) . (419)

The above value is only an approximation and is seen to be somewhat
less than the experimental results shown in Figure 92.

When J/S is greater than 20 dB, as shown in Figure 92, the desired
signal is no longer acquired. This maximum J/S for acquisition is
the same as that for a CW jammer at 70 MHz. Therefore, a biphase jam-
mer with the short code is no more effective in preventing acquisition
than a CW jammer. As with the CW jammer, the maximum J/S for acquisi-

tion depends on the system parameters and would increase with code
modulation frequency.

Figure 93 shows the experimental results obtained with a repeat
jammer with remodulation. The total acquisition time is plotted versus
the jammer to desired signal power ratio. The experimental results
are shown along with a curve that approximates the results.

The experimental results are similar to those obtained with a
biphase jammer and can be discussed in the same way. For J/S less
than -1 dB, the smart jammer's short code is not acquired by the re-
ceiver. Therefore, the jammer has no effect on the acquisition time.
When the smart jammer effects the acquisition time, the J/S is three
decibels greater than with the biphase jammer. This is because with
the four-phase jamming signal, the signal component with the short
code contains only half the total signal power. Thus, the four-phase
Jjammer must be three decibels stronger than the biphase jammer to

obtain the same power in the signal component used in the short code
acquisition,
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For J/S greater than -1 dB, the jammer signal can be acquired
by the receiver and, therefore, will effect the acquisition time.
The theoretical average acquisition time in this case is the same as
that with the biphase jammer. The measured average acquisition time
as shown in Figure 93 is approximately the same as that obtained with
the biphase jammer.

As with the biphase jammer, when J/S is greater than 20 dB, the
desired signal cannot be acquired in the experimental system. As
before, the maximum J/S for acquisition will depend on the system
parameters.

In summary, experimental results have verified theoretical results
and shown the rapid acquisition and jammer protection of the four-phase

system. Experimental results were in agreement with theoretical cal-
culations of the probability of false alarm during acquisition, code

tracking jitter, and long code acquisition time. Experimental results

showed the rapid acquisition of the four-phase signal with noise.

The conventional jammer protection of the four-phase system was shown
to be only slightly less than that of the biphase system. Finally,
experimental results with the four-phase system demonstrated that al-
though a smart jammer may slightly increase the acquisition time, it
is no more effective in preventing acquisition than a CW jammer,
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CHAPTER XII
SUMMARY AND CONCLUSIONS

The purpose of this research was to develop a four-phase commun-
ication system for use with an adaptive array. This system was devel-
oped to improve upon a previously developed biphase system. The four-
phase system was analyzed both theoretically and experimentally. The
analytical and experimental results demonstrate the rapid acquisition
and jammer protection of the four-phase system.

The four-phase system was developed by first examining the pre-
vious biphase system and then studying the four-phase modulation tech-
niques which overcome the biphase system's shortcomings. The biphase
system was shown to have two shortcomings: 1) short codes must be
used for reasonable acquisition times, but short codes may not have
adequate security for many applications, and 2) the biphase system
is vulnerable to repeat jammers with biphase remodulation. To over-
come the first shortcoming, a long and a short code were shown to be
required on the signal. Several modulation techniques were presented
which combined two codes. Because these signals were to be used with
an adaptive array, reference signal generation techniques were de-
scribed. To overcome the second shortcoming, a data modulation method
other than biphase was shown to be required. Several data modulation
techniques were presented and reference signal generation methods for
these techniques were discussed. A particular type of four-phase
signal was shown to be able to overcome the biphase system shortcomings.
A communication system was developed for this system. The four-phase
signal consists of two orthogonal biphase signals. One signal contains
a short code for rapid acquisition. The other contains a long code
to be used for protection against smart jammers. The reference signal
generation technique uses the same reference signal generation loop
as in the biphase system, but a biphase reference signal partially
correlated with the received signal is generated. The signal acquisi-
tion technique involves a multi-step process. The short code timing
is first acquired by the sliding correlation method. With the short
code used in reference signal generation, the long code timing is
rapidly acquired by the Rapid Acquisition by Sequential Estimation
method. The long code is then used in raference signal generation.

To assure rapid acquisition of the signal at the receiver, the
acquisition procedure was analyzed in detail. The acquisition of the
short code timing by the s1iding correlation method was studied first.

The acquisition trajectory of the delay lock loop was shown without
noise present with the signal. Equations were derived that describe
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the acquisition process with noise in terms of the delay lock loop —
parameters. The tracking jitter of the delay lock loop was then anal- ©
yzed. Equations were developed which determine the tracking jitter '
in terms of the delay lock loop parameters. Next, the long code acqui-
sition process was analyzed. Differential detection of the four-phase
signal in the acquisition process was discussed in detail. An appro-
priate model for the acquisition process was analyzed. Computer sim- o
ulation results for the actual process were discussed. It was shown
that very long codes (those that repeat once a year or less) can be
acquired rapidly even with low received signal-to-noise ratios.

To assure that the long code can provide security in the system, O
: long code structure was studied. Nonlinear codes were shown to be o
! more secure than linear codes, but even linear codes were seen to -4
provide reasonable security. '

- The effect was then discussed of various jamming techniques on ,
" the acquisition procedure. It was shown that conventional jamming, o
- repeat jamming with remodulation, and biphase jamming with the short p
L code could not jam the system. -

% An experimental four-phase system was then described, and experi- L
¥ mental results discussed. The system provided an example of how the Bt
) analytical results of this study can be used to develop a system to ’
meet specific requirements. Circuit schematics showed how the acqui-

sition procedure can be implemented. Experimental results verified -
analytical results. The experimental results also demonstrated the .
rapid acquisition (about 0.2 seconds) and conventional jamming pro-
tection (a maximum received jammer-to-signal ratio of 20 dB) of the o
system. The conventional jamming protection was shown to be close S
to that of the biphase system and could be increased with code frequen- o
cies greater than the 175.2 kHz used. Finally, it was shown that al- —
though a smart jammer may slightly increase the acquisition time, it S
is no more effective in preventing acquisition than a CW jammer. L
5 Thus, the four-phase system 1s not vulnerable to the same type of jam- Rt
3 ming techniques as the biphase system. B

It is concluded that the four-phase communication system presented —
here provides both conventional and smart jamming protection with rapid R
acquisition of the signal at the receiver. The analytical and exper-
1me2ta1 results presented in this study can be used in designing such
systems.
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